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Research on OSCAR Parallelizing Compiler & Co-designed Hardware Since 1984

erformance, cost-performance

High Performance & Low Power

1) Multigrain Parallelization for Embedded to
HPC Homogeneous and Heferogeneous
Multicores

Coarse-grain task parallelism among loops, |

subroutines & basic blocks in addition to
the loop parallelism

2) Data Localization;
Optimization of Cache & Local Memory Usage

» Automatic data decomposition and data
reuse control for Distributed shared memory,
Cache and Local memory

» Data Transfer Control

» Overlapping Data Transfer using Data
Transfer Unit, or DMAC

3) Automatic Power Reduction
» OSCAR  Compiler can reduce power

consumpion by using DVES and Clocke & |

Power- gafing with hardware supports,
4) Codesigned Accelerator: See right figure
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Power Reduction of MPEG2 Decoding to 1/4
on 8 Core Homogeneous Multicore RP-2
by OSCAR Parallelizing Compiler

Demo of NEDO Green Multicore Processor for Real Time Consumer

Electronics at Council of Science and Engineering Policy
on April 10, 2008

http://www8.cao.go.jp/cstp/gaiyo/honkaigi/74index.html

| sramgersiiad Rz on) Codesign of Compiler and
Multiprocessor Architecture

since 1985

4 core multicore RP1 (2007), 8 core multicore RP2 (2008)
b and 15 core Heterogeneous mulicre RPY (2010)
(eveloped in NEDO Projects with Hitachi and Renesas

RP1 05500200 459 | RP-2ISSCC2008 8451 | - RPATSSOC2010453)
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Prime Minister FUKUDA is touching our multicore chip during execution,

Without Power Control
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Avg. Power
5.73 [W]

MPEG2 Decoding with 8 CPU
7

73.5% Power Reduétion

~nrac
With Power Control

(Frequency, Resume Standby: Power shutdown
& Voltage lowering 1.4V-1.0V)

Avg. Power
1.52 [W]

Speedups & Power Reduction on RP-X Heterogeneous Multicore with 8 CPUs and 4 DRPs

33 Times Speedup Using OSCAR Compiler and API on
Renesas RP-X with 8 CPUs & 4 DRP Accelerators
(Optical Flow with a hand-tuned library)
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Homogeneous Heterogeneous

Power Reduction in a real-time execution controlled

Without Power Reduction

by OSCAR Compiler and OSCAR API on RP-X
(Optical Flow with a hand-tuned library)
With Power Reduction

by OSCAR Compiler
70% of power reduction

Average:1.76[W] » Average:0.54[W]
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An Image of Static Schedule for Heterogeneous Multi-

Power Reduction Scheduling core with Data Transfer Overlapping and Power Control
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