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Heterogeneous Multicore Architecture
targeted by OSCAR API
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OSCAR Green Vector Multicore and Compiler for
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Target:
> Solar Powered

> Compiler power reduction.
>Fully automatic parallelization and
vectorization including local memory
management and data transfer.

Vector Accelerator

Features
» Attachable for any CPUs (Intel, ARM, IBM)

 Data driven initiation by sync flags

Host /
Main memory Tons
(DSM,
S5y interleaved)

Function Units [tentative]

* Vector Function Unit
8 double precision ops/clock
64 characters ops/clock
Variable vector register length
Chaining LD/ST & Vector pipes

* Scalar Function Unit

Registers[tentative]

= Vector Register 256Bytes/entry, 32entry
* Scalar Register 8Bytes/entry

* Floating Point Register 8Bytes/entry

* Mask Register 32Bytes/entry




Software Cache Coherence Control

» Software Coherence for Specific
Purpose Multicore Chips:

> Hardware coherence control is 500
getting expensive.

» Directory Based CC-Numa is very "
effective, however overhead is large.
Software Coherence is effective for
specific purpose machines.

» OSCAR Compiler experiences showed
software coherence control gave us
efficient execution for some applications
than hardware coherence
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» We can use software coherence for
specific applications by power gating
hardware coherence controller for low
power and faster execution.

Blue: Hardware MESI
Red: Software Coherence
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Automatic L.ocal Memory Management by Compiler
Data Localization: Loop Aligned Decomposition
» Hard Realtime Applications: Automobile, AI-Robot, etc.

» Re-producibility is also required. So, automobile companies
need software task scheduling and efficient use of a limited size

of local memory. Block Replacement Policy
Single dimension Decomposition by OSCAR Com piler
i \ O Compiler Control Memory block
! e D62 | Replacement
00 =101 LR CAR LR CAR LR » using live, dead and reuse information of each
A2 T P m—— e — variable from the scheduled result
ENDDO i_'___,,I-— ' ' ' : » different from LRU in cache that does not use
003 \ / data dependence information
DO I=1,100 — / 0 Block Eviction Priority Policy
BB bolest 3 \ | 1. (Dead) Variables that will not be accessed later
HA(IPA(H) D035 66 in the program
ENDDO 2. Variables that are accessed only by other
\ DO1=67 67 Processor cores
00 =2100 \ /C 00 =88, 100 3. Variables that will be later accessed by the
ClEBIB(H) v | S current processor core
ENDDO D012 4 DO=35.67 00 1=68 100 4. Variables that will immediately be accessed by
A — N—1 —— the current processor core
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