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> Research Innovation Center to be
completed in March 2022
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Multicores for Performance and Low Power

Power consumption is one of the biggest problems for performance
scaling from smartphones to cloud servers and supercomputers

(“K” more than 10MW) .
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IEEE ISSCC08: Paper No. 4.5,
ML.ITO, ... and H. Kasahara,
“An 8640 MIPS SoC with
Independent Power-off Control of 8
CPUs and 8 RAMs by an Automatic
Parallelizing Compiler”

Power o< Frequency * Voltage?
(Voltage °c Frequency)

mm) Power o< Frequency?

If Frequency is reduced to 1/4
(Ex. 4GHz>1GHz),
Power 1s reduced to 1/64 and
Performance falls down to 1/4 .
<Multicores>
If 8cores are integrated on a chip,
Power is still 1/8 and
Performance becomes 2 times.




Parallel Soft is important for scalable

performance of multicore (LcPC2015)

> Just more cores don’t give us speedup

> Development cost and period of parallel software
are getting a bottleneck of development of
embedded systems, eg. IoT, Automobile

Earthquake wave propagation simulation GMS developed by National

Research Institﬁe for_Earth Science and DlS er Res1llice (NIED)
origina sun stud
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original sequential execution
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OSCAR
Compiler gives
us 211 times
speedup with
128 cores

128pe

Commercial
compiler gives
us 0.9 times
speedup with
128 cores (slow-
downed against

1 core)

»  Automatic parallelizing compiler available on the market gave us no speedup against execution time on 1 core on 64 cores

>  Execution time with 128 cores was slower than 1 core (0.9 times speedup)

> Advanced OSCAR parallelizing compiler gave us 211 times speedup with 128cores against execution time with 1 core

using commercial compiler

» OSCAR compiler gave us 2.1 times speedup on 1 core against commercial compiler by global cache optimization



OSCAR Parallelizing Compiler

To improve effective performance, cost-performance
and software productivity and reduce power

Multigrain Parallelization(chc1991,zom,04)

coarse-grain parallelism among loops and
subroutines (2000 on SMP), near fine grain
parallelism among statements (1992) in
addition to loop parallelism

Data Localization

Automatic data management for distributed

shared memory, cache and local memory
(Local Memory 1995, 2016 on RP2,Cache2001,03)

Software Coherent Control (2017)

Data Transfer Overlappingoie partialy)

Data transfer overlapping using Data
Transfer Controllers (DMAS)

Power Reduction
(2005 for Multicore, 2011 Multi-processes, 2013 on ARM)

Reduction of consumed power by |
compiler control DVFS and Power |

gating with hardware supports.
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1987 OSCAR(Optimally Scheduled Advanced Multiprocessor)

Co-design of Compiler and Architecture
Looking at various applications, design a parallelizing compiler and design
a multiprocessor/multicore-processor to support compiler optimization
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4 core multicore RP1 (2007) , 8 core multicore RP2 (2008)
and 15 core Heterogeneous multicore RPX (2010)
developed in NEDO Projects with Hitachi and Renesas

RP-1 (ISSCC2007 #5.3) RP-2(1SSCC2008 #4.5) RP-X(ISSCC2010 #5.3)
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90nm, 8-layer, triple-Vth, CMOS 90nm, 8-layer, triple-Vth, CMOS 45nm, 8-layer, tnple-Vth, CMOS
97 6 mm? (9.88 x 9.88 mm) 104.8 mm?Z (1061 x 9.88 mm) 1538 mm? (12.4 x 12.4 mm)
1.0V (internal), 1.8/3.3V (I/0) 1.0-1.4V (internal), 1.8/3.3V (l/0) 1.0-1.2V (internal), 1.2-3.3V (I/O)

600MHz 4.32 GIPS,16.8 GFLOPS | 600MHz , 8.64 GIPS, 33.6 GFLOPS 648MHz, 13.7GIPS, 115GOPS, 36.2GFLOPS
114 GOPS/W (32b#a5) 18.3 GOPS/W (32b¥a5%) 37.3 GOPS/W (32b#a 5%)




Power Reduction of MPEG2 Decoding to 1/4
on 8 Core Homogeneous Multicore RP-2

by OSCAR Parallelizing Compiler
MPEG?2 Decoding with 8 CPU cores

Without Power With Power Control
; Control o (Frequency, -
(Voltage : 1.4V) Resume Standby:

Power shutdown &
¢ 7 Voltage lowering 1.4V-1.0V)

P

Avg. Power 73 50, power Reduction AVE: Power

5.73 [W] ) .52 [W]



Demo of NEDO Multicore for Real Time Consumer Electronics
at the Council of Science and Engineering Policy on April 10, 2008

I BTARE SRR [PE20iE4H 10H] April 10, 2008
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Prime Minister FUKUDA is touching our multicore chip during execution.
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Sequential Application
Program in Fortran or C

(Consumer Electronics, Automobiles,
Medical, Scientific computation, etc.)

OSCARAPI for Homogeneous and/or
Heterogeneous Multicores and manycores

Directives for thread generation, memory,
data transfer using DMA, power

7

Homogeneous

YVVV VY

o managements
o Manual
ko parallelization/ | @ : y Low Power ]
= power reduction Parallelized Homogeneous
APIForC Multicore Code
Accelerator Compiler/ User|| Program Generation
Add “hint” directives — ProcO | API Existing
before a loop or a function to . Analyzer | sequential
specify it is executable by Code with compiler
the accelerator with directives
how many clocks Thread 0 Low Power
— Heterogeneous
Proc1 Multicore Code
Waseda OSCAR Code with Generation
Parallelizing Compiler directives Arabr .| EXisting
) Thread 1 nalyzer| sequential
Coarse grain task (A\;allable compiler
parallellzat_lon_ Acceleratord Waggla)
Data Localization Code -
EMAC dactla t:_ansfer_ MAccelerator 21 Server Code
ower reduction using :
DVFS, Clock/ Power gating C9de Generation
: OpenMP
Hitachi, Renesas, NEC, Compiler

Fujitsu, Toshiba, Denso,
Olympus, Mitsubishi,
Esol, Cats, Gaio, 3 univ.

OSCAR: Optimally Scheduled Advanced Multiprocessor
API : Application Program Interface

Multicore Program Pevelopment Using OSCAR API V2.0

Generation of
parallel machine

codes using
sequential
compilers

Homegeneous
Multicore s

from Vendor A .

(SMP servers)
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Heterogeneous
Multicores
from Vendor B

Shred memory

servers

Executable on various mult

1Cores



Performance on Multicore Server for Latest Cancer

Treatment Using Heavy Particle (Proton, Carbon Ion)
327 times speedup on 144 cores

Hitachi 144cores SMP Blade Server BS500:
Xeon E7-8890 V3(2.5GHz 18core/chip) x8 chip

350 327.60

327.6 times speed up with 144 cores
300
250 B GCC
200
130 109.20
100
|-  iwesseas | 50
27X ops JN HEHROEM: 120180 ’ 1.00 5.00
main—r < ;0 . . :
N N\ 1PE 32pe 64pe 144pe
..... fl

> Original sequential execution time 2948 sec (50 minutes) using GCC was
reduced to 9 sec with 144 cores(327.6 times speedup)

» Reduction of treatment cost and reservation waiting period is expected
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Engine Control by multicore with Denso

Though so far parallel processing of the engine control on
multicore has been very difficult, Denso and Waseda succeeded
1.95 times speedup on 2core V850 multicore processor.

» Hard real-time automobile

engine control by multicore
using local memories

> Millions of lines C codes 1.95
consisting conditional '
branches and basic blocks
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Automatic Parallelization of an Engine Control

C Program with 400 thousands lines on

AUTOSAR on 2 cores of Infineon AURIX TC277

> Original sequential execution time on 1 core: 145500 cycles

> Sequential execution time by OSCAR on 1 core:29700 cycles

> 4.9 times speedup on 1 core against original execution by OSCAR Compilers
automatic data allocation for local scratch pad memory, flush memory

modules

> 2 core execution by OSCAR Compiler:16400 cycles

» 1.81 times speedup with 2 core against 1 core execution with OSCAR

Compiler

» 8.7 times speedup against original sequential execution.

T ENEEEE I OSCAR 1 Core execution

OSCAR 2 Core execution(data mapped)

2.
8

Original code 1 Core executi

MTG - 16ms
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OSCAR Compile Flow for Simuli

ink Applications

Generate C code
using Embedded Coder

T

/% Model step function #/
E\Eoid VesselExtract ion_steplvaid)

intd2_T i
real _T ul;

=l /% DataTypeConversion: '<51>/Data Twpe Conversion’ incorporates:
# Inport: “<Root>/Inl’
#
for (1= 0; 0 < 16384; 1++) {
YesselExtract ion_B.DataTypeConversion[i] = YesselExtraction_U.In1[i];

/% End of DataTypeConversion: <81>/Data Type Conversion® #/

[

Sx Outputs for Aamic SubBystem: “<S1>720f(lter’ x/

Jx Constant: <B13/h1” %/

VesselExtract ion_Df i IteriVesselExtract ion_B.DataTypeConversion,
Vessel|Extraction_P.h1_Value, &YesselExtraction_B.Dfilter,
(P_Dfilter _MesselExtract ion_T x)d¥esselExtraction_P.Dfilter);

=l /% End of Qutputs for SubSystem: "<S10/20Filter’ #/

A+ Qutputs for Stomic SubSystem: "<§1>/2Dfilter]’ +/

/% Constant: "<813/h2" =/

VesselExtract ion_Dfi IteriVesselExtract ion_B.DataTypeConversion,

Vessel|Extraction P.h2 _Value, &WesselExtraction_B.Dfilterl,
(P_Dfilter_WesselExtract ion_T #)&esselExtraction_P.Dfilter!};

C code
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(1) Generate MTG

- Parallelism

PCO MT10 | MT12 | E |

PC1

|
| MTS5 ‘
|
|

PC2 MT6 ‘ MT11
PC3 MT8 | MT7
(2) Generate gantt chartess — e

= Scheduling in a multicore

OSCAR COmpiler Eﬁinld WesselExtract ton_step I )

B (3) Generate parallelized

~

=void thread_function_001 ( void )

int thrl ;
int thr2 ;
int thrd ;

Yessel|Extraction_step PE1 () ;

=

i
{
oscar_thréad create { & thrl ,

thread function 001 . (vaid#)l ) ;
oscar_thread create ( & thr? ,

thread_function_002 . (void#)2 1 ;
oscar_thread create { & thrd ,

thread_function_003 . (void#)3 1 ;

VesselExtraction step PED ()

oscar_thread join ( thri
oscar_thread join  thr2
oscar_thread _join { thr3

)
)

:I !

C code
sing the OSCAR API

- Multiplatform execution

(Intel, ARM and SH etc)
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Speedups of MATLAB/Simulink Image Processing on
Various 4core Multicores
(Intel Xeon, ARM Cortex A15 and Renesas SH4A)

356 348
|312‘
Road Tracking Buoy Image Color Edge Optical Flow Vessel

Detection Compression Detection Detection

M Intel Xeon E3-1240v3 m ARM Cortex A15 ® Renesas SH-4a

Road Tracking, Image Compression : http://www.mathworks.co.jp/jp/help/vision/examples
Buoy Detection : http://www.mathworks.co.jp/matlabcentral/fileexchange/44706-buoy-detection-using-simulink
Color Edge Detection : http://www.mathworks.co.jp/matlabcentral/fileexchange/28114-fast-edges-of-a-color-image--actual-color--not-converting-

to-grayscale-/

Vessel Detection : http://www.mathworks.co.jp/matlabcentral/fileexchange/24990-retinal-blood-vessel-extraction/
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Automatic Pallalelization Tool of MATLAB/Simulink:
OSCAR Tech “OSCARator” released on Oct.1, 2019

https://www.oscartech.jp/en/

 OSCARator is a simulation accelerator of MATLAB/Simulink on multicore processor

— based on “OSCAR Compiler” Automatic Parallelization Technology developed by Kasahara and
Kimura Lab. Waseda University

Original Simulink Model

HybridVehicle make a “Subsystem” with blocks
E— which you want to accelerate Start OSCARator from right click menu,
J;-; , OSCARator will automatically configure
—t settings.
) o \

 oscata

BEEBREERE

ALK Tosmem
Battery Controllor

T
£ y
L R AL
T o) { |“|\_‘ |
T ;Jj UIRTRL |
b | |
3
CEEE

Same Result and
Shorter Simulation Time

]
| g e

(e

<FULLY AUTOMATIC>
* Simulink Coder C-Code Generation

L * Automatic Parallelization
L. - *  S-Function MEX Build

Replacing Subsystem with S-Function Block

MEX: Dynamically linked subroutine executed in the MATLAB environment.



Speedup of Simulink Models by OSCARator

on 4 cores Intel Core i5 ProcesSOrhttps://www.oscartech.jp/en/

(Compared with MATLAB Accelerator Mode Simulation)
6.51 times speed up on 4 cores against 1 core MATLAB Accerelator

Mode for VesselExtraction

6.51 Intel Core i5 7400T 2.4GHz (4 cores)
16GB (SODIMM 2400MHz)

6.00 Windows 10 Pro (1903)

MATLAB R2019a Update 5

I : MATLAB Accelerator Mode MinGW GCC 6.3

7.00

5.00

. : OSCARator (using 2 cores)

: OSCARator (using 4 cores) .
4.00 3.79 » RoadTracking

from Computer Vision Toolbox

https://jp.mathworks.com/help/vision/exam
ples/color-based-road-tracking.html

3.00

Speedup Ratio (times)

2.53 * VesselExtraction
 from MATLAB Central
modified for Simulink Model

https://www.mathworks.com/matlabcentral/
fileexchange/24990-retinal-blood-vessel-
extraction

* HybridVehicle

1.00
1.00
*  Hybrid Vehicle Powertrain
* developed by Kusaka Lab. Waseda
University
http://www.f.waseda.jp/jin.kusaka/

2.00 1.75

1.00 1.00

0.00

RoadTracking VesselExtraction HybridVehicle




OSCAR Multicore with new Vector Hardware
Accelerator for Embedded to HPC Applications

Compiler Co-designed Interconnection Network

Multicore Chip

Compiler co-designed Connection Network l

Data
Transfer
Unit

Target:

> Solar Powered

> Compiler power reduction.
>Fully automatic parallelization and
vectorization including local memory
management and data transfer.

Vector Accelerator

Features
= Attachable for any CPUs (Intel, ARM, IBM)
= Data driven initiation by sync flags

Host /
Main memory LDM
(DSM,

DTU interleaved)

+ = = = 1

[ fetch Unit ]

Function Units [tentative]
* Vector Function Unit
= 8 double precision ops/clock
* 64 characters ops/clock
= Variable vector register length
* Chaining LD/ST & Vector pipes
e Scalar Function Unit

Registers[tentative]

Vector Register 256Bytes/entry, 32entry
Scalar Register 8Bytes/entry

Floating Point Register 8Bytes/entry
Mask Register 32Bytes/entry

« o s




