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Abstract. With an increasing number of shared memory multicore pro-
cessor architectures, there is a requirement for supporting multiple ar-
chitectures in automatic parallelizing compilers. The OSCAR (Optimally
Scheduled Advanced Multiprocessor) automatic parallelizing compiler is
able to parallelize many different sequential programs, such as scientific
applications, embedded real-time applications, multimedia applications,
and more. OSCAR compiler’s features include coarse-grain task paral-
lelization with earliest execution condition analysis, analyzing both data
and control dependencies, data locality optimizations over different loop
nests with data dependencies, and the ability to generate parallelized
code using the OSCAR API 2.1. The OSCAR API 2.1 is compatible with
OpenMP for SMP multicores, with additional directives for power control
and supporting heterogeneous multicores. This allows for a C or Fortran
compiler with OpenMP support to generate parallel machine code for
the target multicore. Additionally, using the OSCAR API analyzer al-
lows a sequential-only compiler without OpenMP support to generate
machine code for each core separately, which is then linked to one paral-
lel application. Overall, only little configuration changes to the OSCAR
compiler are needed to run and optimize OSCAR compiler-generated
code on a specific platform. This paper evaluates the performance of
OSCAR compiler-generated code on different modern SMP multicore
processors, including Intel and AMD x86 processors, an Arm processor,
and a RISC-V processor using scientific and multimedia benchmarks in C
and Fortran. The results show promising speedups on all platforms, such
as a speedup of 7.16 for the swim program of the SPEC2000 benchmarks
on an 8-core Intel x86 processor, a speedup of 9.50 for the CG program
of the NAS parallel benchmarks on 8 cores of an AMD x86 Processor, a
speedup of 3.70 for the BT program of the NAS parallel benchmarks on a
4-core RISC-V processor, and a speedup of 2.64 for the equake program
of the SPEC2000 benchmarks on 4 cores of an Arm processor.

Keywords: multicore · parallelizing compiler · OSCAR · multiple plat-
forms · shared memory
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1 Introduction

With an increasing number of processor architectures, there is a requirement for
supporting multiple architectures in automatic parallelizing compilers.

The OSCAR automatic parallelizing compiler[10] is one such compiler, ca-
pable of parallelizing different C and Fortran programs, including scientific ap-
plications and simulations, real-time applications, multimedia applications, and
more.

Other source-to-source parallelizing compilers have been developed[6, 8] to
allow for portability of the generated code between different systems and ar-
chitectures. The OSCAR compiler is additionally able to output code using the
OSCAR API 2.1[15], which is extended from a subset of OpenMP. This allows
both OpenMP-capable native compilers to directly compile the OSCAR-compiler
generated program, as well as the OSCAR API analyzer to generate separate
sequential code for each core of a target system. The resulting sequential code
generated by the OSCAR API analyzer for each core then allows a sequential
compiler which does not have support for a parallel API such as OpenMP to
compile the code for each core and link it to a single parallel program for the
target architecture.

Previous evaluations show the performance of OSCAR compiler-generated
code on SMP server processors[12], as well as on embedded systems with on-
chip shared memory[16].

In this paper, the OSCAR compiler’s function, based on multi-grain paral-
lelism and including multiple optimizations such as data localization and cache
optimization, will be explained. Additionally, the paper details usage of the OS-
CAR compiler, targeting systems with and without native compilers supporting
OpenMP. Furthermore, this paper analyzes and discusses the performance of
programs and benchmarks from the SPEC benchmark suite[9], the NAS parallel
benchmark suite[5] and MediaBench II[7], compiled using the OSCAR automatic
parallelizing compiler with further optimization techniques such as data localiza-
tion[22] and cache optimization[13] on different multicore architectures, including
an Intel Xeon E5-2650v4 x86 processor, an AMD EPYC 7702P x86 processor,
an NVIDIA Carmel ARM®v8.2 processor and a SiFive Freedom U740 RISC-V
processor. Neither RISC-V-based processors nor a Zen 2-based processors have
been evaluated with the OSCAR compiler before.

2 The OSCAR Automatic Parallelizing Compiler

The OSCAR automatic parallelizing compiler generates parallel code by utiliz-
ing multigrain parallelism. Multigrain parallelism includes parallelism of large
coarse-grain tasks (coarse-grain parallelism), parallelism of loops (loop-level par-
allelism) as well as parallelism of individual instructions (statement-level paral-
lelism)[15].

To first exploit coarse grain parallelism, the OSCAR compiler splits the se-
quential code into macro-tasks. These macro-tasks can be basic blocks of as-
signments, loops, or function calls. Loops and function calls themselves are then
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further split into macro-tasks as well. From this, the data and control depen-
dencies between each macro-task can be analyzed, from which, using earliest-
execution analysis[10], the macro-tasks are put into a macro-task-graph. The
earliest-execution condition for macro-tasks is twofold:

1. A macro-task must wait for the completion of macro-tasks it is directly data-
dependent on.

2. A macro-task must wait until preceding control-dependent macro-tasks have
evaluated the conditional branches that guarantee said macro-tasks execu-
tion, but the macro-task does not need to wait for the completion of these
preceding macro-tasks.

Once these two conditions are met, the macro-task can be scheduled into the
macro-task-graph. How these conditions are applied in a real program can be
seen in Fig. 1. The first condition, that all macro-tasks that the current macro-
task to schedule is data dependent on must have finished, can be seen in the bb19
macro-task. It is scheduled into the macro-task graph once the macro-tasks it
is data dependent on, bb2, dosum15, bb17, and bb18, are finished. The second
condition can be seen for macro-task bb24. It can already be scheduled after
macro-task bb5, since by that time, both its data dependency on bb1 is fulfilled,
and, after the conditional branch bb5, it is guaranteed that the control flow will
pass bb24.

The tasks in the macro-task graph are occasionally shown to have multiple
outgoing or incoming dependency edges.

If these edges pass through a dotted arc (representing a logical or), it means
that either of the edges passing through the arc will be followed, caused by a
conditional branch in the original program. For outgoing edges, it means that
only one of the edges will be followed to execute latter macro-tasks, and for
incoming edges, it means that only one edge needs to be satisfied to fulfill the
dependency and allow execution of the macro-task.

If the edges pass through a solid arc (representing a logical and), it means
that all these edges will be followed, caused mostly by coarse-grain task par-
allelization. For outgoing edges, it means that all these edges will be followed,
executing their respective nodes. For incoming edges, it means that all edges
must be satisfied to fulfill the dependency and allow execution of the macro-
task.

From the macro-task graph, the individual tasks are assigned to the available
processor cores. If runtime fluctuation, for example, due to conditional branches,
are expected, the OSCAR compiler utilizes dynamic scheduling at runtime to
execute the macro-tasks, otherwise, static scheduling is used. The resulting pro-
gram uses the one time single level thread generation scheme[19], where the
program creates a thread per processor core at program start, and the macro-
tasks are then run on these threads respectively.

Loop-level parallelism is then applied to doall-loop and reduction-loop type
macro-tasks, if possible. Similarly, statement-level parallelism is applied if it is
available in a given macro-task[14].
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Fig. 1. The macro-flow graph (left) and the macro-task graph (right) of the main
training loop of the art benchmark (see section 4)
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Additionally, data localization and cache optimization can be performed af-
ter macro-task graph generation. Data localization can be performed using loop-
aligned decomposition and subsequent generation of data-localization-groups[22].
For this, doall-loop type, reduction-loop type, and sequential-loop type macro-
task blocks directly connected only by one data dependence edge are analyzed.
In the example macro-task graph in Fig. 1, this would for example be applied
to the sequence of macro-tasks from doall9 to dosum15. By calculating which
array subscripts in the successive loops are data-dependant on another, the OS-
CAR compiler can assign sections of the different loops with respective data
dependencies into one data-localization-group, which will then be run on one
core, in parallel to other data-localization-groups with different sections of the
loops of their own. This allows the different data-localization-groups to run in
parallel with only minimal data sharing needed at the edge of their data regions.
Fig. 2 shows an example of loop-aligned decomposition applied.

Further cache optimization can then be performed by using loop-aligned de-
composition, as described above, on loops whose data size exceeds the available
cache[13]. With the additional data-localization-groups then potentially exceed-
ing the core count for the target system, executing the groups sequentially will
improve the cache behavior of the system. This is because the resulting data-
dependent loop sections are small enough to fit their data into the cache, reducing
the need to replace the cache while iterating through each loop section. Further-
more, by aligning loop-level parallelism borders to the cache lines, performance
can be increased.

DO I=69,101DO I=67,68DO I=36,66DO I=34,35DO I=1,33

DO I=1,33

DO I=2,34

DO I=68,100

DO I=67,67

DO I=35,66

DO I=34,34

DO I=68,100DO I=35,67

LR CAR CARLR LR

C RB2(Doseq)

DO I=1,100
B(I)=B(I-1)

+A(I)+A(I+1)

ENDDO

C RB1(Doall)

DO I=1,101
A(I)=2*I

ENDDO

C RB3(Doall)

DO I=2,100
C(I)=B(I)+B(I-1)

ENDDO

Fig. 2. Example of loop-aligned decomposition of three data-dependent loops. The
loops are decomposed into three main localized regions (LR) accessed by one core only,
and two commonly accessed regions (CAR) that need to be accessed by multiple cores.
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3 Investigated Multicore Architectures

For this paper, four different processor architectures were evaluated. Two x86
processors, one Arm processor, and one RISC-V processor.

The first x86 processor is the Intel Xeon E5-2650v4 12-core processor running
at 2.2 GHz with a maximum boost frequency of 2.9 GHz. It has 32 KiB of L1D
cache per core, 256 KiB L2 cache per core, and 30 MiB shared L3 cache with a
cache line size of 64[11].

The second x86 processor is the AMD EPYC 7702P 64-core processor running
at 2 GHz with a maximum boost frequency of 3.35 GHz. It has 32 KiB of L1D
cache per core, 512 KiB L2 cache per core, and 256 MiB shared L3 cache grouped
into 4-core clusters with a cache line size of 64[3]. If a miss in the L3 cache is
available in an L2 cache within the same cluster, the L3 cache can load the data
from the L2 cache instead of from the main memory[2].

The Arm processor is the NVIDIA Carmel ARM®v8.2 64 Bit 6-core proces-
sor running at 1.4 GHz. It is based on ARMv8.2[4], has 64 KiB L1D cache per
core, 2 MiB L2 cache shared between clusters of two cores, and 4 MiB shared
L3 cache with a cache line size of 64[18].

The RISC-V processor is the SiFive Freedom U740 4-core SoC running at
1.2 GHz. It has 32 KiB of L1D cache per application core and 2 MiB shared L2
cache with a cache line size of 64[21].

Fig. 3. “FU740-C000 top-level block diagram” by SiFive, Inc.[21]. CC BY-NC-ND 4.0
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4 Benchmark Programs

Benchmarks from three different benchmark suites are evaluated in this pa-
per. First, some benchmarks of the NAS parallel benchmark suite[5]. Here, the
C version developed by the Real World Computing Project (RWCP), and dis-
tributed by the HPCS lab of the University of Tsukuba[20] are used. The specific
benchmarks of the NPB suite evaluated are BT, CG, and SP. The SP and BT
benchmark both compute the solution of multiple, independent systems of non
diagonally dominant equations, an operation used for some computational fluid
dynamics algorithms. They differ in the ratio of communication to computation.
The CG benchmark applies the conjugate gradient method to a large, sparse,
symmetric positive definite matrix to approximate its smallest eigenvalue.

Furthermore, to represent multimedia applications, the MPEG2 encoding
benchmark of the MediaBench II suite[7] is evaluated. It is similarly written in
C.

Finally, benchmarks of the SPEC2000 floating-point suite[9] are evaluated.
From the benchmarks written in C, art and equake are evaluated, and from the
benchmarks written in Fortran77, swim is evaluated. The art benchmark test
neural network training performance. The equake benchmark simulates seismic
wave propagation. The swim benchmark computes a shallow-water model.

The benchmarks in C are manually edited to conform to parallelizable C[17].
Conforming the code to parallelizable C allows the compiler to utilize the full
potential of data localization and parallelization. The changes made to the bench-
marks are very minor, while some benchmarks do not need any changes at all.

The benchmarks written in Fortran77 are directly passed to the OSCAR
compiler with no changes.

5 Compile Flow

First, the target applications are compiled by the OSCAR compiler. For this, the
source code must be fed to the respective C or Fortran front-end. The front-end
will generate an abstract intermediate representation of the code, which can be
analyzed and processed by the middle path of the OSCAR compiler, depending
on the necessary optimization options in multiple passes. During this stage, opti-
mization parameters as well as system-dependent optimization information, like
the cache architecture of the system, are fed to the OSCAR compiler. Afterward,
the resulting optimized intermediate representation file will be fed into the back-
end, which generates C or Fortran code respectively[12], which is annotated with
the OSCAR API 2.1. As the OSCAR API 2.1 is compatible with OpenMP[15],
the generated source file can be directly fed into a native compiler, like the GNU
C Compiler or the Intel C Compiler, if OpenMP is supported on the target sys-
tem. If not, because the OSCAR compiler generates synchronization and data
transfer code automatically, the OSCAR API analyzer can be utilized to gener-
ate code that contains purely sequential code for each CPU core. This allows a
sequential-only compiler to generate machine code for each core separately, that
can then be linked to a single, parallel application.
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(Parallelizable) C Fortran77

Front-End

Intermediate representation

Middle-Path
Multigrain parallelization, optimiza-
tions, etc. as described in section 2

Intermediate representation

Back-End

OSCAR API 2.1 Code

OpenMP CompilerOSCAR API-Analyzer

Parallelized C

Sequential Compiler

Fig. 4. Compile flow using the OSCAR compiler.

6 Performance of OSCAR Compiler-Parallelized
Programs

Unless otherwise noted, all benchmarks, including the sequential reference code
and the OSCAR compiler-generated parallelized code, are compiled using the
GNU C Compiler with the highest optimization setting (-Ofast) and the cor-
rect architecture supplied using -march=. As all architectures investigated in
this paper have native compilers with OpenMP support, the OSCAR compiler-
generated code was directly compiled without the use of the OSCAR API-
Analyzer. In this paper, the parameters of the OSCAR compiler which are
adapted for each target architecture are are focused on cache parameters such
as last-level cache size, cache line size, cache associativity, and the number of
cores sharing a last-level cache. Other parameters are kept identical across the
different architectures. While micro-optimizations with cost tables for the in-
dividual architectures are possible, this paper analyzes the performance when
using generic cost tables.
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6.1 OSCAR Compiled Benchmark Performance on Intel x86

Fig. 5 show the performance of the OSCAR compiler-generated code using a
different number of cores, compared to the sequential version of the benchmark
on the Intel Xeon E5-2650v4 processor.
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Fig. 5. Relative speedup (higher is better) of the respective benchmark using a certain
number of processor cores compared to the sequential version on the Intel x86 processor.

A noticeable result is that the swim benchmark is significantly sped up by
using the OSCAR compiler, even with just one core executing the benchmark.
At an execution time of 58.1 s for the sequential program and 33.2 s for the
OSCAR compiler-generated single-core version, this is a speedup of 1.75. At
eight cores, with an execution time of 8.1 s, the speedup is 7.17. The execution
times show superlinear speedup for up to 4 cores. This is a result of the cache
optimization technique employed by the OSCAR compiler[13] as described in
section 2. Table 1 shows the cache statistics of the swim benchmark for the
sequential version and the OSCAR compiler-generated versions. These statistics
suggest that the OSCAR compiler was able to improve the cache access in the
generated code, resulting in the speedup of the benchmark. Furthermore, the
MPEG2 encoding benchmark for example, can reduce its execution time from
2.17 s in the sequential version to 0.377 s in the OSCAR compiler-generated
eight-core version, for a speedup of 5.75.

To show that the OSCAR compiler can utilize different native compilers, the
performances of OSCAR compiler-parallelized benchmarks were tested using the
Intel C++ and Fortran Compilers as well. For a better comparison, the sequential
reference benchmarks are also compiled using the Intel compilers.

Fig. 6 shows both versions’ relative speedup to the sequential execution time
of the respective benchmark, run on the Intel Xeon E5-2650v4 processor. This
shows that the OSCAR compiler can be used in conjunction with the Intel com-
pilers as well to speed up the final result of the execution. The slightly lower
relative speedups compared to Fig. 5 are mostly due to the lower sequential
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Table 1. Cache statistics of the swim benchmark as measured by perf, sequential
version compared to OSCAR compiler-generated version.

Program L1 loads L1 load misses L3 loads L3 load misses

Sequential 2.3 · 1011 1.2 · 1011 5.7 · 1010 1.1 · 1010

OSCAR 1 core 2.3 · 1011 6.5 · 1010 1.5 · 1010 8.2 · 109

OSCAR 2 core 2.2 · 1011 6.5 · 1010 1.5 · 1010 7.1 · 109

OSCAR 4 core 2.2 · 1011 6.5 · 1010 1.4 · 1010 6.1 · 109

OSCAR 8 core 2.2 · 1011 6.5 · 1010 1.3 · 1010 4.1 · 109

execution time of the reference benchmark when compiled with the Intel Com-
pilers at full optimization. For example, while their respective speedups to the
sequential versions decreased using the Intel compilers, the absolute execution
time of the swim benchmark parallelized using the OSCAR compiler targeting
eight cores decreased to 5.8 s, while the execution time of the MPEG2 encoding
benchmark decreased to 0.234 s.
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Fig. 6. Relative speedup of the respective benchmark auto-parallelized on 8 cores to
its sequential version. Both the sequential version and the OSCAR compiler-generated
code used the Intel compiler as the native compiler. The MPEG2 encoding benchmark
causes a segmentation fault when compiled with Intel compiler auto-parallelization and
run with more than one core, and is thus not shown.

6.2 OSCAR Compiled Benchmark Performance on AMD x86

Fig. 7 show the performance of the OSCAR compiler-generated code using a
different number of cores, compared to the sequential version of the benchmark
on the AMD EPYC7702P processor.

Similar to the Intel processor, the swim benchmark exhibits high single-core
performance and some superlinear speedup due to the cache optimization tech-
niques. Additionally, the CG benchmark shows superlinear speedup. As Fig. 8
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Fig. 7. Relative speedup of the respective benchmark using a certain number of pro-
cessor cores compared to the sequential version on the AMD x86 processor.
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Fig. 8. The macro-task graph of the main loop of the CG benchmark of the NAS
parallel benchmark suite (see section 4)
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shows, the main loop of CG features many doall loops and dosum reduction loops
in succession with data dependence on another. This macro-task graph structure
results in data localization similar to the data localization methods using loop-
aligned decomposition[22] described in section 2. The data localization is able to
improve the performance of the benchmark with multiple cores and causes the
superlinear speedup, decreasing overall execution time from 0.86 s in the sequen-
tial version to 0.09 s using the OSCAR compiler-generated eight-core version for
a 9.5 speedup.

The OSCAR compiler uses operation cost tables for estimating task length
for scheduling. These benchmarks used generic tables for all benchmarks. Cus-
tomizing this table for the AMD EPYC 7702P processor would allow for an
improvement of the speedup of the art benchmark on this system. For the art
benchmark without customizing the operation cost table, the execution time was
only reduced from 4.76 s in the sequential version to 3.52 s using the OSCAR
compiler-generated eight-core version for a speedup of 1.35.

6.3 OSCAR Compiled Benchmark Performance on Arm
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Fig. 9. Relative speedup of the respective benchmark using a certain number of pro-
cessor cores compared to the sequential version on the Arm processor.

Fig. 9 shows the performance of the OSCAR compiler-generated code using a
different number of cores, compared to the sequential version of the benchmark
on the NVIDIA Carmel ARM®v8.2 64 Bit processor.

The Arm processor shows overall good speedup for the different benchmarks.
While the cache optimization applied to the swim benchmark is noticeable, it
is much smaller compared to the effects on the Intel and AMD CPU’s. Overall,
good speedup is observed, with for example the equake benchmark’s execution
time decreasing from 19.0 s in the sequential version to 7.18 s using the OSCAR
compiler-generated four-core version for a speedup of 2.64.
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6.4 OSCAR Compiled Benchmark Performance on RISC-V

Fig. 10 show the performance of the OSCAR compiler-generated code using a
different number of cores, compared to the sequential version of the benchmark
on the SiFive Freedom U740 processor.
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Fig. 10. Relative speedup of the respective benchmark using a certain number of pro-
cessor cores compared to the sequential version on the RISC-V processor.

The RISC-V processor shows good overall speedup as well. Notably, the
observed speedup is much more homogeneous compared to the other platforms.
This is because the RISC-V SoC is comparably slower than the other processors
used, while the memory performance is similar to the other systems. This reduces
the overall effect of memory on the benchmarks, both the bottlenecks, as well as
the positive impact of cache optimization for benchmarks like swim. For example
the BT benchmark’s execution time decreased from 2041 s in the sequential
version to 551 s using the OSCAR compiler-generated four-core version for a
speedup of 3.7.

7 Conclusion

This paper shows how the OSCAR automatic parallelizing compiler can uti-
lize multigrain parallelism to generate parallelized code from different programs
and benchmarks for various architectures from embedded multicores to high-
performance processors. This code can then be compiled for the respective ar-
chitectures using a native compiler of the system, like the Intel C and Fortran
Compilers or the GNU C and Fortran Compilers. By utilizing the OSCAR API
2.1 and the OSCAR API analyzer, it is even possible to generate sequential code
for each core of a system, which allows OSCAR compiler-generated code to be
run on systems whose native compilers do not support a parallel API such as
OpenMP. Overall, this paper finds that the OSCAR compiler is able to automat-
ically parallelize a variety of benchmarks, including scientific simulations, media
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applications, and machine learning applications, written in C and Fortran with
good speedup. Measuring the benchmark programs showed good performances,
such as a speedup of 7.16 for the swim program of the SPEC2000 benchmarks,
a speedup of 6.73 for the CG program of the NAS parallel benchmarks, and a
speedup of 5.75 for the MPEG2 encoding benchmark on 8 cores of an Intel x86
processor. Similarly, on 8 cores of the AMD x86 processor, speedups such as
9.50 for the CG program of the NAS parallel benchmarks, a speedup of 8.39 for
the swim program of the SPEC2000 benchmarks, and a speedup of 3.94 on the
BT benchmark of the NAS parallel were observed. On the 4-core SiFive RISC-
V processor, speedups including a speedup of 3.70 for the BT program of the
NAS parallel benchmarks on a 4-core, a speedup of 2.80 for the SP program of
the NAS parallel benchmarks, and a speedup of 3.40 for the equake program of
the SPEC2000 benchmarks. Finally, on 4 cores of an NVIDIA Arm processor,
observed speedups include 2.64 for the equake program of the SPEC2000 bench-
marks, 2.87 for the CG program of the NAS parallel benchmarks, and 1.86 for
the art program of the SPEC2000 benchmarks.

These speedups are similar to the previous performance of OSCAR generated
code on the RP2 processor platform[1]. This shows that the OSCAR compiler
can achieve good speedup and performance for benchmarks on different archi-
tectures with different instruction sets as well. The OSCAR compiler proves to
be able to handle parallelizing code for a variety of current architectures, in-
cluding embedded systems and high-performance processors, without extensive
per-system tuning, using default parameters and cost tables.

Due to advanced optimization techniques such as cache optimization and
data localization, superlinear speedup can be achieved for some benchmarks.
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