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Multicores for Performance and Low Power

Power consumption is one of the biggest problems for performance
scaling from smartphones to cloud servers and supercomputers

(“K” more than 10MW) .

Power o Frequency * Voltage?
(Voltage o< Freguency)

mm) Power o< Frequency?

If Frequency is reduced to 1/4

(Ex. 4GHz->1GHz2),
Power iIs reduced to 1/64 and
Performance falls down to 1/4 .
<Multicores>

|EEE 1SSCC08: Paper No. 4.5, If 8cores are integrated on a chip,
M.ITO, ... and H. Kasahara, ] -
“An 8640 MIPS SoC with Power is still 1/8 and

Independent Power-off Control of 8

CPUs and 8 RAMs by an Automatic | Parformance becomes 2 times.

Parallelizing Compiler”




Parallel Soft is important for scalable

performance of multicore (LcPC2015)

> Just more cores don’t give us speedup

> Development cost and period of parallel software
are getting a bottleneck of development of
embedded systems, eg. IoT, Automobile

Earthquake wave propagation simulation GMS developed by National

Research Instityte for_Earth Science and D|s ter Resiliegce (NIED)
ﬁeﬂrlglnaf Tﬂ sun studi N proposed method
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Commercial
compiler qgives

Speed-up ratio against
original sequential execution

32pe

Bdpe

128pe

SO us 0.9 times
speedup with
128 cores (slow-
0 downed against

1 core)

» Automatic parallelizing compiler available on the market gave us no speedup against execution time on 1 core on 64 cores
»  Execution time with 128 cores was slower than 1 core (0.9 times speedup)
» Advanced OSCAR parallelizing compiler gave us 211 times speedup with 128cores against execution time with 1 core
using commercial compiler
» OSCAR compiler gave us 2.1 times speedup on 1 core against commercial compiler by global cache optimization




Power Reduction of MPEGZ2 Decoding to 1/4
on 8 Core Homogeneous Multicore RP-2

by OSCAR Parallelizing Compiler
MPEG2 Decoding with 8 CPU cores

8= Without Power With Power Control
- Control 7 (Frequency,
(Voltage : 1.4V) | Resume Standby: o

Power shutdown &
6 +— Voltage lowering 1.4V-1.0V)

P

AvQ. Power 73 504 power Reduction AVY. Power

5,73 [W] ee—) 152 W]



OSCAR Parallelizing Compiler

To improve effective performance, cost-performance
and software productivity and reduce power

Mu |t|g rain Paralleli |Zat|0n(LCPC1991 2001,04)

coarse-grain parallelism among loops and
subroutines (2000 on SMP), near fine grain
parallelism among statements (1992) in
addition to loop parallelism

Data Localization

Automatic data management for distributed

shared memory, cache and local memory
(Local Memory 1995, 2016 on RP2,Cache2001,03)

Software Coherent Control (2017)

Data Transfer Overlappingozs partially)

Data transfer overlapping using Data
Transfer Controllers (DMAS)

Power Reduction
(2005 for Multicore, 2011 Multi-processes, 2013 on ARM)

Reduction of consumed power by |.
compiler control DVFS and Power |

gating with hardware supports.
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Sequential Application OSCARAPI for Homogeneous and/or
Program In Fortran or C Heterogeneous Multicores and manycores
(Consumer Electronics, Automobiles, Directives for thread generation, memory,

@ Medical, Scientific computation, etc.) data transfer using DMA, power
o ’ managements
I3 Manual
" @ parallelization /| *© : ) Low Power
- L power reduction Parallelized Homogeneous
D APIFor C Multicore Code
- : .
o | Accelerator Compiler/ User|| Program Generation
o Add “hint” directives ProcO API Existing
g before a loop or a function to . Analyzer [ sequential
T | specify itis executable by Code with compiler
the accelerator with directives —
how many clocks Thread 0 Low Power
— Heterogeneous
N Procl Multicore Code
Waseda OSCAR Code with Generation
Parallelizing Compiler directives Anél';'zer Sga(hség‘t?al
> Coarse grain task Thread 1 (Available | “compiler
parallellzat_lon_ =celeraior T W;fsoefga)
» Data Localization Code -
i gMAC da(;atr_ansfer_ MAcceleraior o1 SV (COHIE
ower reduction using -
DVFES, Clock/ Power gating nge Generation
a : OpenMP
Hitachi, Rer%esbas, NEC, Compiler
Fujitsu, Toshiba, Denso, . ,
OI)J/mpus, Mitsubishi, OSCAR: Optimally Scheduled Advanced Multiprocessor
Esol, Cats, Gaio, 3 univ. API : Application Program Interface

Multicore Program Pevelopment Using OSCAR APl V2.0

Generation of
parallel machine

codes using
sequential
compilers

Homegeneous
Multicore s
from Vendor A
(SMP servers)

G i R
B e
m—

ftl

e o

-

Heterogeneous
Multicores
from Vendor B

Shred memory

servers

Executable on various multicores



Automatic Pallalelization Tool of MATLAB/Simulink:
OSCAR Tech “OSCARator” https://www.oscartech.jp/en/

 OSCARAator is a simulation accelerator of MATLAB/Simulink on multicore processor
— based on “OSCAR Compiler” Automatic Parallelization Technology developed by Kasahara and
Kimura Lab. Waseda University
Original Simulink Model

| HybridVehicle | make a “Subsystem” with blocks
(T which you want to accelerate

Start OSCARator from right click menu,
OSCARator will automatically configure
settings.

;;;;;;;; )

ANTH) I

OSCARTech Tools. L (OSCARator - New OSCARator Project file
CARator - Load Current Folder

EEBEEEE

New Accelerated Simulink Model

A b Wl
Fom ATl
TR .“'H‘
i A Il
o 3 o o

Same Result and m - <FULLY AUTOMATIC>
Shorter Simulation Time 4,_,_|,‘ -l * Simulink Coder C-Code Generation

S-Function MEX Build
Replacing Subsystem with S-Function Block

.| I— ‘ « Automatic Parallelization

MEX: Dynamically linked subroutine executed in the MATLAB environment.



Speedup of Simulink Models by OSCARator
on 4 cores Intel Core 15 Processor

https://www.oscartech.jp/en/

6.51 times speed up on 4 cores against 1 core MATLAB Accerelator
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2.00

1.00

0.00

Mode for VesselExtraction

6.51

I : MATLAB Accelerator Mode

. : OSCARator (using 2 cores)

: OSCARator (using 4 cores)

3.79

RoadTracking | |

VesseIExtractlon

| [ HybridVehicle |

Intel Core i5 7400T 2.4GHz (4 cores)
16GB (SODIMM 2400MHz)
Windows 10 Pro (1903)

MATLAB R2019a Update 5

MinGW GCC 6.3

* RoadTracking
from Computer Vision Toolbox
https://jp.mathworks.com/help/vision/exam
ples/color-based-road-tracking.html

* VesselExtraction
from MATLAB Central
modified for Simulink Model
https://www.mathworks.com/matlabcentral/
fileexchange/24990-retinal-blood-vessel-
extraction

* HybridVehicle
Hybrid Vehicle Powertrain

developed by Kusaka Lab. Waseda
University

http://www.f.waseda.jp/jin.kusaka/

(Compared with MATLAB Accelerator Mode Simulation)




Low-Power Optimization with OSCAR API

Scheduled Result Generate Code Image by OSCAR Compiler
by OSCAR Compiler void void
VCO0 VC1 main_VCO0() { main_VC1() {

#pragma oscar fvcontrol ¥
(OSCAR CPU(),0))
» #pragma oscar fvcontrol ¥

(1,(OSCAR_CPUY(), 100))$

}

13



Automatic Power Reuction on Intel Haswell
H. 264 decoder & Optical Flow (3cores)

Processor
Graphics

H81M-A, Intel Core i7 4770k
Quad core, 3.5GHz~0.8GHz
1 core ]2 cores T %3 cores
36.59
N\
29.67 ~70.1% 29.29
N/3)
~ =57.9% \
\\q 37.16.15 — | 67.2% -
~ : ~—(1/3) 21R9.60
T~ ~— -
1 p) 3 1 3 1 2 3 1

without power control‘ wit

H.264

h power control

pA 3 ‘

‘without power control| with power control

Optical flow

Power for 3cores was reduced to 1/3~1/4 against without software power control

Power for 3cores was reduced to 2/5~1/3 against ordinary 1core execution
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OSCAR Heterogeneous Multicore

i VC(0)VPC(O) " VCU)VPCQ) VC{nVPC{n

Memory

VC{rtmt1)

YPC(mH)

VC{rtmt®
=3

Interface

DTU
— Data Transfer
Unit
LPM

— Local Program
Memory

LDM

— Local Data
Memory

DSM

— Distributed
Shared Memory

CSM

— Centralized
Shared Memory

FVR

— Frequency/Volta
ge Control
Register
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An Image of Static Schedule for Heterogeneous Multi-

core with Data ~

CPUO CPUT CPU2 CPU3
CORE | DTU | CORE | DTU | CORE | DTU | CORE | DTU
“MATA~4l____ | TLOAD |~~~ ~ | LOAD
MTGTF oo MT1-2 A0
SEND SEND
MT1-3 MT1-4
SEND
LOAD SEND LOAD
MTG2 MT2-1 LOAD LOAD LOAD
LOAD LOAD
SEND MT3-1 LOAD
MT2-2
SEND LOAD
SEND LOAD
MT3-2 MT33 |LOAD
SEND
MT2-5 SEND
MT2=7 MT3-4
SED MT3-6
MT2-8
store | MT3-7 MT3-8
STORE
A STORE

MTG3

‘ransfer Overlapping and Power Control

DRPO

CORE | DTU

LOAD
LOAD
LOAD
LOAD

MT2-3

SEND

MT2-4

JNLL

SEND

MT2-6

SEND

MT3-5

SEND
STORE

Y6



Speedup of NPB/CG by OSCAR Compiler on

NEC SX-Aurora TSUBASA A100-1 8 cores 10C VE

57 times speed up for 8 core Parallelization by OSCAR Compiler
& NEC Vectorlzatlon agalnst NEC 1 core Vectorization

Core
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i . . '7:-7.‘__@:
: . 1 L I ===

eeeeeeee

mm Execution Time —=Spe

115,54 56.92
GEJ 120.00 50.00
= E 100.00 o ooﬁﬂ' o
c 0@ 80.00 Y -g
-3 iy 60.00 30.00{& $
o Iiﬁ 40.00 1.24 20-00%3 c?)'
E 20.00 24 5.44 2.03 10.00

0.00 00 [ | = ﬁﬁ 0.00
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Vectorization  +<§SCAR Paralielizatiom+= NEC—
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Speedup of NPB/BT by OSCAR
Compiler on NEC SX-Aurora TSUBASA
A100-1 8 cores 10C VE
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OSCAR Vector Multicore and Compiler for
Embedded to Severs with OSCAR Technology

Target:
> Solar Powered
> Compiler power reduction.
000 »Fully automatic parallelization and
vectorization including local memory

Compiler Co-designed Interconnection Network management and data transfer.

Vector Accelerator

Multicore Chip

Features
= Attachable for any CPUs (Intel, ARM, IBM)
x 4 * Data driven initiation by sync flags

Host /
Main memory

LDM
(DSM,
interleaved)

| | Vector Acc
L3

[ Compiler co-designed Connection Network I

Function Units [tentative]

* Vector Function Unit
8 double precision ops/clock
64 characters ops/clock
Variable vector register length
Chaining LD/ST & Vector pipes

* Scalar Function Unit

Registers[tentative]

Vector Register 256Bytes/entry, 32entry
Scalar Register 8Bytes/entry

Floating Point Register 8Bytes/entry
Mask Register 32Bytes/entry

Trans_:fer
Unit

Power Control Unit




Future Multicore Products with
Automatic Parallelizing Compiler

Next Generation Automobiles
- Safer, more comfortable, energy efficient, environment

friendly
- Cameras, radar, car2car communication, internet

information integrated brake, steering, engine, moter
control

d

: Personal / Regional
Advanced medical systems / Reg

Supercomputers

Solar powered with more than 100
times power efficient : FLOPS/W

ey S By = 4
-From everyday recharging to

Drinkable inner camera . . .
less than once a week * Regional Disaster Simulators

L * Emergency solar powered .
- Solar powered operation in . saving lives from tornadoes,
* No cooling fun, No dust,

emergency condition . localized heavy rain, fires with
clean usable inside OP room
- Keep health earth quakes



