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G2 https://www.computer.org/web/education/multicore-video-series#

IEEE@computer society

Home // Professional Education // Certification Credentials // Certificates of Achievement // Multicore Video Series

Multicore Video Series

Self-Paced Learning:
» Automatic Parallelization: David Padua Approximate time = 12 hours
» Autoparallelization for GPUs: Wen-mei Hwu . PDH: 12.0
» Dependences and Dependence Analysis: Utpal Banerjee + CEU:1.2

» Dynamic Parallelization: Rudolf Eigenmann

» Instruction Level Parallelization: Alexandru Nicolau Full Series Price:

» Multigrain Parallelization and Power Reduction: . IEEE CS Member: $195
Hironori Kasahara + Nonmember: $1,000

» The Polyhedral Model: Paul Feautrier

> Vector Computation: David Kuck (Computer Pioneer)  Individual Videos:

» Vectorization: P. Sadayappan « IEEE CS Member: $30
» Vectorization/Parallelization in the IBM Compiler: + Nonmember: $125
Yaoqing Gao See individual videos below.
> Vectorization/Parallelization in the Intel Compiler: For questions, please contact
Peng Tu certification@computer.org.
» Roundtable Discussion by all presenters
8 14-Mar-18 @IEEE
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Multicores for Performance and Low Power

Power consumption is one of the biggest problems for performance
scaling from smartphones to cloud servers and supercomputers

(“K” more than 10MW) .

. e PR TSR SELHEE E RV E LA R EE TR G TRIFRETN -8

RAM TS |

ore#

H C
: m
|

“ DDRPAD

IEEE ISSCCO08: Paper No. 4.5,
ML.ITO, ... and H. Kasahara,
“An 8640 MIPS SoC with
Independent Power-off Control of 8
CPUs and 8 RAMs by an Automatic
Parallelizing Compiler”

Power o< Frequency * Voltage?
(Voltage < Frequency)

mm) Power < Frequency3

If Frequency is reduced to 1/4
(Ex. 4GHz->1GHz),
Power i1s reduced to 1/64 and
Performance falls down to 1/4 .
<Multicores>
If 8cores are integrated on a chip,
Power is still 1/8 and
Performance becomes 2 times.
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Parallel Soft is important for scalable

performance of multicore (LcPC2015)

> Just more cores don’t give us speedup

> Development cost and period of parallel software
are getting a bottleneck of development of
embedded systems, eq. IoT, Automobile

Earthquake wave propagation simulation GMS developed by National

Research Institﬁe for_Earth Science and D1s ter Res1llice (NIED
ariging sun stu I-::I:I

ZR1Z-05-16 11: 00 — 2@12-@5-17 11: 00 VERT = (X axis Max is 1300)
L
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Level [uV]

2

=1
L
=

OSCAR
211.0| compiter gives
us 211 times

speedup with
128 cores

2

LA
o

Speed-up ratio against
original sequential execution
o

1lpe 32pe Bdpe

Commercial
compiler gives
us 0.9 times
speedup with
128 cores (slow-
downed against

128pe | Lcore)

»  Automatic parallelizing compiler available on the market gave us no speedup against execution time on 1 core on 64 cores

>  Execution time with 128 cores was slower than 1 core (0.9 times speedup)

» Advanced OSCAR parallelizing compiler gave us 211 times speedup with 128cores against execution time with 1 core

using commercial compiler

» OSCAR compiler gave us 2.1 times speedup on 1 core against commercial compiler by global cache optimization



Power Reduction of MPEG2 Decoding to 1/4
on 8 Core Homogeneous Multicore RP-2

by OSCAR Parallelizing Compiler
MPEG2 Decoding with 8 CPU cores

Without Power With Power Control
; Control o (Frequency, -
(Voltage : 1.4V) Resume Standby:

Power shutdown &
¢ 7 Voltage lowering 1.4V-1.0V)

/

Avg. Power 73 50, Power Reduction AVE- Power

5.73 [W] ) 1.52 [W] ,



OSCAR Parallelizing Compiler

To improve effective performance, cost-performance

and software productivity and reiluce power

‘

Multigrain Parallelization(chc1991,zom,04)

coarse-grain parallelism among loops and
subroutines (2000 on SMP), near fine grain
parallelism among statements (1992) in
addition to loop parallelism

Data Localization

Automatic data management for distributed

shared memory, cache and local memory
(Local Memory 1995, 2016 on RP2,Cache2001,03)

Software Coherent Control (2017)

Data Transfer Overlappingoie partialy)

Data transfer overlapping using Data
Transfer Controllers (DMAS)

Power Reduction
(2005 for Multicore, 2011 Multi-processes, 2013 on ARM)

Reduction of consumed power by |
compiler control DVFS and Power |

gating with hardware supports.

I
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Generation of Coarse Grain Tasks

sMacro-tasks (MT5s)
> Block of Pseudo Assignments (BPA): Basic Block (BB)
> Repetition Block (RB) : natural loop
» Subroutine Block (SB): subroutine

' — BPA + Near fine grain parallelization : :EEA

: : .

! , Loop level parallelization BPAI | LBPA
Program-—— RB < Near fine grain of loop body ’:RB : Z§E

| . Coarse _gra_ln SB +—  _BPA

! . parallelization __BPA ' [-RB

I I _ ! B

, L SB 4 Coarse grain RB —— SPA

! | parallelization SB —, [RB

: : SR
Total | : I

19 st 1 nd ! rd
System ' Layer 2" Layer S baver

1 l .

14




Speedup ratio for H.264 and Optical Flow
on ARM Cortex-A9 Android 3 cores
by OSCAR Automatic Parallelization

3.00 2.18
LLl
& 250
L% 1.99
c
'S 2.00
oy 1.53
© 1.00 1.00
o 1.00
=
k5
o 0.50 I I
o
(7p]

0.00

1PE 2PE 3PE 1PE 2PE 3PE

14-Mar-18 H.264 decoder 0ptiC6|F|OW 15



Automatic Power Reduction on
ARM CortexA9 with Android

http://www.youtube.com/channel /UCS43INYEIKCS8i KIgFZYQBQ

ODROID X2

Samsung Exynos4412 Prime, ARM Cortex-A9 Quad core
1.7GHz~0.2GHz, used by Samsung's Galaxy S3

11 core ]2 cores 3 cores
3.00 .
z t.264 decoder & Optical Flow (on 3 cores)
T 20 2.23
= -79.209 N
g 2.00 1.69 \
a — 1.50
g 1.50 - 86.5%
e 107 0.95 (1/7)
(<)) .
% 1.00 B 0.5 - . (0] 0.72
a - 0.51 -~ (1/3)
go 0.50 -1/2 ) == I \ 036 g3
5 [/ T
z 0.00 1 2 3 1 2 3 1 2 3 1 2 3
without power control with power control without power control with power control
H.264 Optical flow

Power for 3cores was reduced to 1/5~1/7 against without software power control

Power for 3cores was reduced to 1/2~1/3 against ordinary 1core execution

14-Mar-18
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Automatic Power Reuction on Intel Haswell

decoder & Optical Flow (3cores)

H81M-A, Intel Corei7 4770k
Quad core, 3.5GHz~0.8GHz
1 core []2 cores 41_983 cores
36.59
) 29.0/ 29.29

S -70.1%
5 30.00

1/3
fso0 [
§20.00 \\ 2/5,17_3> _
§15.00 ~— ‘% N -671%/; 1 >:
£10.00 ~—_ ) | 9.60
% 5.00 > B -
g 0.00 1 2 3 1 2 3 1 3 1 2 3

H.264

without power control‘ with power control |without power control| with power control

Optical flow

Power for 3cores was reduced to 1/3~1/4 against without software power control

Power for 3cores was reduced to 2/5~1/3 against ordinary 1core execution

14-Mar-18
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Automatic Power Reduction of OpenCV Face
Detection on big.LITTLE ARM Processor

6
E . 4. 9w
c
= 4
3 -67% (1/3)
> 3
(7)]
S
O 2 1.6w
g
o

0

3PE 3PE
W/0 Power Control W/ Power Control

- ODROID-XU3 m Cortex-A7 m Cortex-Al5

« Samsung Exynos 5422 Processor
« 4x Cortex-A15 2.0GHz, 4x Cortex-A7 1.4GHz big.LITTLE Architecture

- 2GB LPDDR3 RAM Frequency can be changed by each
14-Mar-18 cluster unit 18



110 Times Speedup against the Sequential Processing for
GMS Earthquake Wave Propagation Simulation on

Hitachi SR16000
(Power7 Based 128 Core Linux SMP) w.crc2o1s)

M Proposed method —Proposed method (Speed Up Ratio)
25000 120
% = I f T 21’704 / 110.7
— — 0
"0
$ 80
£ 15000 - 14
- 6 S
210000 - i
0 40 o
3 )]
w 5000 7 N 20
19
0- 0

First touch for distributed shared '
memory and cache optimization over Tpe 32pe 6dpe 128pe
loops are important for scalable speedup




Performance on Multicore Server for Latest Cancer

Treatment Using Heavy Particle (Proton, Carbon Ion)
327 times speedup on 144 cores

Hitachi 144cores SMP Blade Server BS500:
Xeon E7-8890 V3(2.5GHz 18core/chip) x8 chip

350 327-60

327.6 times speed up with 144 cores
300
250 nGCC
200
150 109.20
100
L A S Ty
S X -y ) [ wBORR: R | 1.00 5.00
& \\ IPE 32pe 64pe 144pe
)

> Original sequential execution time 2948 sec (50 minutes) using GCC was
reduced to 9 sec with 144 cores(327.6 times speedup)

» Reduction of treatment cost and reservation waiting period is expected

20



Earliest Executable Condition Analysis for Coarse
Grain Tasks (Macro-tasks)

Data Dependency
""""""" Control flow
) Conditional branch

BPA Block of Psuedo
Assignment Statements ? O

RB Repetition Block
7 """"""" ’ RB
" o
BPP: I;B
15 FPA 7 !?B "F‘QB" I
o, 15
__________ - L2
Data dependency

) e Extended control dependency .
O Conditional branch . {3
— OR e
13 :RB —~ AND 14

“ rB > Original control flow

L A Macro Flow Graph
Y A Macro Task

Graph
21



PRIORITY DETERMINATION IN DYNAMIC CP
METHOD

Condltlonal branch

L 80% AN SN ....... 20%4—— Estlmated branch probablllty

e | e e L Longest path Iength from
20 | 10 20 - 40 7077 the exit to each macrotask
+3? o '+5P o +5? - +5?' - +3? *—-—~Task processing time -

max( 50 60 )—60 | max( 70 | _90‘ 100 )—100

Crltlcal path Iength 0 80*60+0 20%100= 68

22



Earliest Executable Conditions

Macrotask No.

Earliest Executable Condition

1

2 12

3 (1) 3 |

4 24 OR (13

5 (4) 5 AND[24 OR (1) 3]
6 | 3 0OR (2) 4

7 5 OR 4 ¢

8 (2)4 OR (1) 3

9 8 9

10 . (8) 10

11 89 OR 810
12 1112 AND [ 9 OR (8) 10]
13 1113 OR11 12

14 (8) 9 OR (8) 10

15 215

23




Automatic processor assignment in 103.su2cor

« Using 14 processors

Coarse grain parallelization within DO400

SWEEP
. LOOPS
Main N
]
. /! 14] : . I
E " E ‘I ------ .. E x - E
2 [ |[rel} {{ CORR i SB
N | H ,' s ,‘,' RB
RB RB| V| ——l /| ——F" ! DO RB|| |RB| |RB| [||RB
: 1 E[’{' ," 900 po|| |po| [po
: 1 |[RB : ; ~] ||a00|| [400| |4a0o| | LRE
) R
E \ E \ SB L - [1,14]'\_! \ E
il rowyes W B I P | (1141 [,14] (1,140
1495 1se \ N R 2t
[1.14] H e & \ Triply nested loop ,
1_:_ '-.....‘.' \\ [1,14]
[1,14] "-.-.--..:‘

Nra, Nre = [PG,PE]

INT4V

[7.1]

24



MTG of Su2cor-LOOPS-D0O400
Coarse grain parallelism PARA_ALD = 4.3

> . ~! A | - —
- | ' > - - e
|
. - -

mm DOALL g Sequential LOOP —SB gg BB

25



Data-Localization: Loop Aligned Decomposition

* Decompose multiple loop (Doall and Seq) into CARs and LLRs
considering inter-loop data dependence.

— Most data in LR can be passed through L. M.
— LR: Localizable Region, CAR: Commonly Accessed Region

(LR ) ) Y LR )

N 4 4

C RB1(Doall)
DO I=1,101

CAR LR CAR

A(l)=2*
ENDDO

DO 1=1,33

DO 1=34,35

DO 1=36,66

DO 1=67,68

DO 1=69,101

C RB2(Doseq)
DO 1=1,100
B(1)=B(I-1)
+A(1)+A(I+1)
ENDDO

DO I=1,33

RB3(Doall)
DO 1=2,100
C()=B(I)+B(I-1)
ENDDO
C

DO 1=34,34

DO |=2,34

o

4

Z\

DO [=35,66

N

N\

v

DO 1=35,67

DO |=67,67

o

4

-

g

DO 1=68,100

— |

J

DO 1=68,100

\-

/




A schedule for
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Inter-loop data dependence analysis in TLG

e Define exit-RB in TLG
as Standard-Loop

* Find iterations on which
a iteration of Standard-Loop is
data dependent

— e.g. K, of RB3 is data-dep
on K-1,,,K,, of RB2,

onK-1,.K,,K+1, of RBI

Example of TLG

28



Target Loop Group Creation and
Inter-Loop Dependence Analysis

O Target Loop Groups
m grouped loops that access
the same array
= baseline loop chosen for

each group
o the largest estimated time

loop

O Inter-Loop Dependency
Analysis
m data dependencies
between loops within the
TLGs
m detects relevant iterations
of those loops that have

dependence with the
iterations of the baseline

loop

i+1

2

DO 1=1,101

v

(|
N

A(l)=2*
ENDDO

I

DO 1=1,100

N

v

B(I)=B(I-1)
+A(I)+A(1+1)
ENDDO

»( D)

|
DO 1=2,100

v

C(1)=B()*B(I-1)
ENDDO i

Inter-Loop dependence



Decomposition of RBs in TLG

« Decompose GCIR into DGCIRP(1 =p=n)

— n: (multiple) num of PCs, DGCIR: Decomposed GCIR
« Generate CAR on which DGCIRP&DGCIRP*! are data-dep.
* Generate LR on which DGCIRP is data-dep.




Low-Power Optimization with OSCAR API

Scheduled Result Generate Code Image by OSCAR Compiler
by OSCAR Compiler void void
VCo VC1 main_VCO0() { main_VC1() {

#pragma oscar fvcontrol ¥

(((OSCAR_CPU(),O))

#pragma oscar fvcontrol ¥
(1,(OSCAR _ CPU(),IOO)N

14-Mar-18



C)

(@

Sequential Application
Program in Fortran or C

(Consumer Electronics, Automobiles,
Medical, Scientific computation, etc.)

7

Homogeneous

OSCARAPI for Homogeneous and/or
Heterogeneous Multicores and manycores

Directives for thread generation, memory,
data transfer using DMA, power

YVVV VY

o managements
S Manual
k) parallelization/ | @ : y Low Power ]
= power reduction Parallelized Homogeneous
APIForC Multicore Code
Accelerator Compiler/ User|| Program Generation
Add “hint” directives — ProcO | API Existing
before a loop or a function to . Analyzer | sequential
specify it is executable by Code with compiler
the accelerator with directives
how many clocks Thread 0 Low Power
— Heterogeneous
Proc1 Multicore Code
Waseda OSCAR Code with Generation
Parallelizing Compiler directives Arab) | <EXisting
) Thread 1 nalyzer| sequential
Coarse grain task (Available | compiler
parallellzat_lon _ Acceleratord W;r::;a)
Data Localization Code -
EMAC daotla t:?nsfer_ MAccelerator 21 Sarver Code
ower reduction using :
DVFS, Clock/ Power gating C9de Generation
: OpenMP
Compiler

Hitachi, Renesas, NEC,

Fujitsu, Toshiba, Denso,
Olympus, Mitsubishi,
Esol, Cats, Gaio, 3 univ.

OSCAR: Optimally Scheduled Advanced Multiprocessor
API : Application Program Interface

Multicore Program Pevelopment Using OSCAR API V2.0

Generation of
parallel machine
codes using
sequential
compilers

Homegeneous
Multicore s
from Vendor A .
(SMP servers)

1Cores

it gy B
-8 B~ o
Bel=mef =il -
e . =m
bl o
- —

-

Heterogeneous
Multicores
from Vendor B

Executable on various mult

Shred memory 37
servers



Engine Control by multicore with Denso

Though so far parallel processing of the engine control on
multicore has been very difficult, Denso and Waseda succeeded
1.95 times speedup on 2core V850 multicore processor.

» Hard real-time automobile

engine control by multicore
using local memories

> Millions of lines C codes 1.95
consisting conditional '
branches and basic blocks

O@H& (R as v oo [ ] Bwld o REEE
LI 1%
wEED =
o f% L o
5 B0 & 0 EfllE=I.l. 0 m
4 e e ECU{T}b | : .Q,

lllllllll I_:M o, 2, i

o —y H
- :} i 1 core 2 cores —
i 7K T AIE
33
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Macro Task Fusion for Static Task Scheduling

— : Data Dependency

---- : Control Flow
O : Conditional Branch Merged block

Only data dependency

Fuse branches and [ F[{m]{[ ]
( succeeded tasks ] - IEI!)E:HI ?Im‘:l{q
oy
; [sh2 | [+hd |
ren
’ emtb
emih
MFG of sample program MFG of sample program MTG of sample program

before maro task fusion after macro task fusion after macro task fusion




3.1 Restructuring : Inline Expansion
Mexpansion Is effective

o To increase coarse grain parallelism
00 Expands functions having inner parallelism

{ Improves coarse grain parallelism }

[Sh1 | sbl shﬂ
[7]
sb2 -
<hd
sh3 | W
™
emid f‘]IltS
MTG before inline MTG after inline
expansion expansion




MTG of Crankshaft Program Using Inline
Expansion
I N

)
i
i

subroutine block

\ - basic block
sb8 | [sb9 | [sh10] [sb16] sbas | E;E sbA | [sb3 | [sb7 | [sb20] |:| task fusion block

Critical Path(CP)

CP accounts for 517 @] l, Critical Path(CP)
A

about 99% of whole o CP accounts for
execution time. about 90% of whole
execution time.

Eb‘ﬂ subroutine block —

MTG of crankshaft program
before restructuring E3

Not enough coarse grain parallelism yet!




3.2 Restructuring: Duplicating If-statements

I 7 . .
O Dup||cat|ng If-statements is effective
O To increase coarse grain parallelism

O Duplicates fused tasks having inner parallelism

[ Improves coarse grain parallelism ]

Funcl depends on func3

N
F]m‘kq F]m:k-q *Iuckq
o W
emits

emt
after duplicating

if-statements




MTG of Crankshaft Program Using Inline
Expansion and Duplicating If-statements

I D e e
CP accounts for over
99% of whole
execution time.

subroutine block

- basic block
'EE"W'-"- l:l task fusion block

l,CriticaI Path(CP)

-
CP accounts for )

about 60% of whole
execution time.

R /

E”‘ﬂ subroutine block
- basic block

|:| task fusion block

MTG of crankshaft program before restructuring

0 Succeed to reduce CP
0 99% -> 60%

MTG of crankshaft program after restructuring

Successfully increased coarse grain parallelism




Evaluation of Crankshaft Program
with Multi-core Processors

= 0.60
Q.57 1.54
160 i - 050 X
S | 140 ' o
© | 1.20 040 S
2 | 1.00 S
3 -
§ 020 0.30 =
o | 0.60 020 o
0.40 &
090 - 0.10
0.00 0.00

1 core 2 core

O Attain 1.54 times speedup on RPX

m There are no loops, but only many conditional branches and small basic
blocks and difficult to parallelize this program

O This result shows possibility of multi-core processor for
engine control programs




OSCAR Compile Flow for Simul

ink Applications

Generate C code
using Embedded Coder

s

/% Model step function #/
E\Eoid VesselExtract ion_steplvaid)

intd2_T i
real _T ul;

=l /% DataTypeConversion: '<51>/Data Twpe Conversion’ incorporates:
# Inport: “<Root>/Inl’
#
for (1= 0; 0 < 16384; 1++) {
YesselExtract ion_B.DataTypeConversion[i] = YesselExtraction_U.In1[i];

/% End of DataTypeConversion: <81>/Data Type Conversion® #/

[

Sx Outputs for Aamic SubBystem: “<S1>720f(lter’ x/

Jx Constant: <B13/h1” %/

VesselExtract ion_Df i IteriVesselExtract ion_B.DataTypeConversion,
Vessel|Extraction_P.h1_Value, &YesselExtraction_B.Dfilter,
(P_Dfilter _MesselExtract ion_T x)d¥esselExtraction_P.Dfilter);

=l /% End of Qutputs for SubSystem: "<S10/20Filter’ #/

A+ Qutputs for Stomic SubSystem: "<§1>/2Dfilter]’ +/

/% Constant: "<813/h2" =/

VesselExtract ion_Dfi IteriVesselExtract ion_B.DataTypeConversion,

Vessel|Extraction P.h2 _Value, &WesselExtraction_B.Dfilterl,
(P_Dfilter_WesselExtract ion_T #)&esselExtraction_P.Dfilter!};

C code

R 7

% ia
1 ]
R bex

%‘a__,

p7)\
//;’:5‘

(1) Generate

| MT10 | MT12 |E|

-> Parallelism et [ w1 [
PC2 | MT6 ‘ MT11

PC3 | MT8 | MT7

(2) Generate gantt chartoess — e

= Scheduling in a multicore

OSCAR COmpiler Eﬁinld WesselExtract ton_step I )

(3) Generate parallelized C

~

=void thread_function_001 ( void )

int thrl ;
int thr2 ;
int thrd ;

Yessel|Extraction_step PE1 () ;

=

i
{
oscar_thréad create { & thrl ,

thread function 001 . (vaid#)l ) ;
oscar_thread create ( & thr? ,

thread_function_002 . (void#)2 1 ;
oscar_thread create { & thrd ,

thread_function_003 . (void#)3 1 ;

VesselExtraction step PED ()

oscar_thread jain { thrl )
oscar_thread jain { thr2 )
oscar_thread join { thrd )

code
sing the OSCAR API

- Multiplatform execution
(Intel, ARM and SH etc)
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Speedups of MATLAB/Simulink Image Processing on
Various 4core Multicores
(Intel Xeon, ARM Cortex A15 and Renesas SH4A)

3.56 343
3.50
3.20 3.12
3.00 2,842.75 73 2.92
2.50 2.29 556 2.33 & 152.48
2.0 2.06 .00’
197 1.85 20
1.50
1.00
0.50
0.00
Road Tracking Buoy Image Color Edge Optical Flow Vessel

Detection Compression Detection Detection

M Intel Xeon E3-1240v3 m ARM Cortex A15 m Renesas SH-4a

Road Tracking, Image Compression : http://www.mathworks.co.jp/jp/help/vision/examples
Buoy Detection : http://www.mathworks.co.jp/matlabcentral/fileexchange/44706-buoy-detection-using-simulink
Color Edge Detection : http://www.mathworks.co.jp/matlabcentral/fileexchange/28114-fast-edges-of-a-color-image--actual-color--not-converting-

to-grayscale-/

Vessel Detection : http://www.mathworks.co.jp/matlabcentral/fileexchange/24990-retinal-blood-vessel-extraction/
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OSCAR Heterogeneous Multicore
| cowso ] wourso

DTU

— Data Transfer
Memory Unit
Interface LPM

— Local Program
Memory

LDM

— Local Data
Memory

DSM

—  Distributed
Shared Memory

CSM

—  Centralized
Shared Memory

FVR

—  Frequency/Volta
ge Control
Register

VC{rt) VC{mt2) ' VC{rtmt1) VC{ )

42
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An Image of Static Schedule for Heterogeneous Multi-
core with Data Transfer Overlapping and Power Control

CPUO CPUI1 CPU2 CPU3 DRPO
CORE | DTU | CORE | DTU | CORE | DTU | CORE | DTU CORE | DTU
“MATA~4l____ | TLOAD |~~~ ~ | LOAD
|
| MTGT oo MT1-2 A0
: SEND SEND
|
| MT1=3 MT1-4
I SEND
; LOAD SEND LOAD A\
MTG2 MT2-1 LOAD LOAD LOAD MTG3
LOAD LOAD LOAD
SEND MT3-1 LOAD LOAD
MT2-2 MT2-3 —toro
SEND LOAD MTo—a SEND | |
SEND LOAD - =
MT3-2 LOAD =
MT3-3 SEND
SEND
MT2-5 SEND MT2-6
MT2=7 MT3-4
- SEND
SEND MT3-0 MT3-5
MT2-8 SEND
STORE
store | MT3-7 MT3-8
STORE
A STORE J v
14-Mar-1 43




33 Times Speedup Using
OSCAR Compiler and OSCAR API on RP-X

(Optical Flow with a hand-tuned library) 111[fps]

Cluster#0 Cluster #1

35 —

[ SHWYH#U rddress=a0Data=128) H  SHWYHT (address=40 Data=128) |

32.65

25 +—

I I I I I I I
DBSC||IDMAC VPUS FE |IDMAC||DBSC|| MX2
#0 #0 #0-3 #1 #1 #0-1
20 +—
@ | SHwy# {Address=32 Data=64) |
I I I I
15 +— PCI [ HPB ]
exp SATA || SPU2||LBSC

Y. Yuyama, et al., "A 45nm 37.3GOPS/W Heterogeneous Multi-Core SoC",
10 ~— 18SCC2010

Speedups against a single SH processor

3.4[fps] ] 5.4
5 8
-\/1 2.29
1SH 2SH 4SH 8SH 2SH+1FE 4SH+2FE 8SH+4FE

14-Mar-18



Power Reduction in a real-time execution controlled
by OSCAR Compiler and OSCAR API on RP-X
(Optical Flow with a hand-tuned library)

. . With Power Reduction
Without Power Reduction by OSCAR Compiler
70% of power reduction
Average:|.76[W] » Average:0.54[W]

Power [W]/ Voltage [V]

2.5

N — 2

N
n

N

=
[0,

Power[W] / Voltage [V]

. —Voltage [V] 1 ] | l [ | —Voltage [V]
—Power [W] M_ —Power [W]
0.5 0.5 I
,,,\.W.,J hranAmAran PANMAS
O 0 T T 1
0 200 400 600 800 1000 0 200 40C 600 00 1000
B %I Bzl

|

I 1cycle : 33[ms] | —
14-Mar-18 930[fp$] J 45




Software Coherence Control Method
on OSCAR Parallelizing Compiler

» Coarse grain task parallelization with P oy
earliest condition analysis (control and data 1. |

dependency analysis to detect parallelism e
among coarse grain tasks). 406
» OSCAR compiler automatically controls 5 6 ‘\ ;”9 ‘
coherence using following simple program IS
restructuring methods: s | f 3
» To cope with stale data problems: " Data dependency 12
@ Data synchronization by compilers S 3 |
» To cope with false sharing problem: 7 OR N
@ Data Alignment A ﬁgnal —— 14
@ Array Padding MTG generated by

@ Non-cacheable Buffer earliest executable 46
t4-Mar-18 condition analysis



8 Core RP2 Chip Block Diagram

Cluster #0 I Cluster #1
Barrier
Core #3 Svnc. Tlines Core #‘1
1 Core #2 Quﬂﬂgl
Core #1 [ e Core #
Core #0 I__: Core #4
LEPGONL cpu | FPU =l ||-+ FPU | cpU (|| LCPGE
pCEd AN ] il R PCRA
Ig DS |CCN = 2 CCN % |
beral l|[16K | 16K [BAR [ E T 16K | 16K | pcre
Local memor - S S| = Local memor
Bcrll ||| 1'sk, D:32K | %’_ o L I:SK, D:32 PCRS
URAM 64K _ 2 2 _ URAM 64K ||| [PCR4
i T 11 1 1l Ty Iitf 1
On-chip system bus (SuperHyway)
' v ' LCPG: Local clock pulse generator
DDR2|| SRA DMA | PCR: Power Control Register
control| |control| |control] CCN/BAR:Cache controller/Barrier Register
14-Mar-18 URAM: User RAM (Distributed Shared Memdrly)




Speedup

Automatic Software Coherent Control for

Manycores

Performance of Software Coherence Control by
OSCAR Compiler on 8-core RP2

6.00

5.00

4.00

2.00

1.00 -

0.00 -

5.66
B SMP(Hardware Coherence)
476 4.92
=. 7Y 4.63
4.37 B NCC(Software Coherence)
3771 367
3.65 3.49 332
3.28 319 3.34 ' 3.17
2.95 2.90 2.99 2.87 2.86 .02
2.63 2.86 7
5 2.65 )36 o
-362.36 2.19
1 9( 0 2.19 89 ]
138 ' 167" | 1551 >
1.4 1 32 18 1.40
1 1 0 1.0
1.6 od- | 0% 0d-0% 00 ’ .00
1/2/4(8/1|2(4|8|(1/2/4(8/1|2|4|8|1|2|4|8|1|2(4/8|1(2|4|8|1|2(4,8|1(2|4|8|1|2/|4/8
equake art Ibm hmmer cg mg bt lu sp MPEG2
Encoder
SPEC2000 SPEC2006 Application/the number of processor conPB MediaBench




Automatic Local Memory Management
Data Localization: Loop Aligned Decomposition
 Decomposed loop into LRs and CARs
— LR ( Localizable Region): Data can be passed through LDM
— CAR (Commonly Accessed Region): Data transfers are

required among processors Multi-dimension Decomposition
Single dimension Decomposition / r
DLGO | ot Dl /g
iy ) e, yai
0O [=1.101 LR CAR LR CAR LR / /%/
AlF21 D013 ‘Ln_o_|=34.3s D0I=%666 || DOI=57 88 ” DO1=6,10 / Y
ENDDO _l.-dlml-| - / 01 R — 59
DO 1,100 ' ~ i ; 5 :
B()<B(- Do | N\ |/ | 5 '/ : 7
oo —— i L SLSLS )
~ 00Is681 | /5/ 7 /7 /: // /
Dof|,{=|2-'13a|]'8|1 / \/ | DO =68, 100 5 z} / //
o~ == [T

ENDDO D012 DOI=35,67 J DOI=66,10 S B S S S
‘=, 49
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Adjustable Blocks

0 Handling a suitable block size for each

application

m different from a fixed block size in cache
m each block can be divided into smaller blocks

with intege
and scalar

Level 0
Level 1
Level 2
Level 3

Blocky,me

l«— 1 Block on Local Memory ——

Level
r

Block,”

Block,

Block’

Bbchf

Block12

Blockz2

BIock32

By

B

B, | By

B.’ | B¢’

B¢

B’

small arrays



Multi-dimensional Template Arrays

for Improving Readability

TEMPLATE ARRAY

 a mapping technique for arrays with
varying dimensions

each block on LDM corresponds to
multiple empty arrays with varying
dimensions
these arrays have an additional
dimension to store the corresponding
block number

* TA|[Block#][] for single dimension

* TA[Block#][][] for double dimension

 TA[Block#][][]l[] for triple dimension

« LDM are represented as a one
dimensional array

14-Mar-18

without Template Arrays, multi-
dimensional arrays have complex index
calculations

o A[i][jl[K] -> TA[offset + i’ * L +j’ * M + K’|
Template Arrays provide readability

* A[[jlIK] -> TA[Block#][’][j’][k’]

Blogk2

Block7

LDM

TEMPLATE ARRAY
FOR 1-DIMENSIONAL

TEMPLATE ARRAY

FOR 2-DIMENSIONAL  FOR 3-DIMENSIONAL
ARRAY ARRAY

e
R




Block Replacement Policy

0 Compiler Control Memory block
Replacement
= using live, dead and reuse information of each

variable from the scheduled result

m different from LRU in cache that does not use

data dependence information

0 Block Eviction Priority Policy

1.

2.

3.

(Dead) Variables that will not be accessed later
in the program

Variables that are accessed only by other
processor cores

Variables that will be later accessed by the
current processor core

Variables that will immediately be accessed by
the current processor core



Speedups by the Proposed Local Memory Management Compared with
Utilizing Shared Memory on Benchmarks Application using RP2

25.00

20.64 2012

20.00

15.00

10.00

5.00

0.00 -
Sample Sample AACenc AACenc Mpeg2enc Mpeg2enc tomcatv  tomcaty swim  swim (Local
Program  Program  (Shared (Local (Shared (Local (Shared (Local (Shared  Memory)
(Shared (Local Memory) Memory) Memory) Memory) Memory) Memory) Memory)
Memory)  Memory) M1PE M2PE M4PE WSPE

20.12 times speedup for 8cores execution using local memory against
sequential execution using off-chip shared memory of RP2 for the AACenc

14-Mar-18



1987 OSCAR(Optimally Scheduled Advanced Multiprocessor)

Co-design of Compiler and Architecture
Looking at various applications, design a parallelizing compiler and design
a multiprocessor/multicore-processor to support compiler optimization

..\1\\\\\\\\\\\\\\

(ARLE

SR

W

54




OSCAR(Optimally Scheduled Advanced Multiprocessor)

HOST COMPUTER
|

CONTROL & I/O PROCESSOR CENTRALIZED SHARED MEMORY1
(Simultaneous Readable)

RISC Processor | |I/O Processor

[ — I | I Bank1 || Bank2||Bank3
| | el | e s | B
— Addr.n||Addr.n||Addr.n csvz | lesms
Data PI’Og. Dlstrlbuted .............................................
Memory Memory ||| Shared | I
Memory
Read & Write Requests
Bus Interface Arbitrator
Distributed
Shared Memory
(Dual Port)
(CP)
-5Phﬁ|(|):(|:_(aOSFS’§}32blt RISC (CP) (CP) (CP) (CP)
(64 Registers) - N -
-2 Banks of Program
Memory
-Data Memory
-Stack Memory
-DMA Controller
PE1 PES | | PE6 PE8 | | PE9 | |PE10| [PE1l| [PE15||PE16
-— 5PE CLUSTER (SPC1) — SPC2 — SPC3 —

~— 8PE PROCESSOR CLUSTER (LPC1) > LPC2 > 55



OSCAR Memory Space (Global Address Space)

SYSTEM MEMORY SPACE LOCAL MEMORY SPACE
OOOOOOOO E ------------------------------ § PE15 ,l' OOOOOOOO
i UNDEFINED ~DswMm
i(Local Memory Area) } (Distributed

Shared Memory)

00100000 j B 00000800
BROAD CAST PE1f NOT USE
" \reo
00200000 — 00010000
L P M(Banko)
(Local
Pr M
01000000 ogram Memoy) { 50020000
cP L P M(Bank1)
(Control Processor) 00030000
01100000
NOT USE NOT USE
00040000
02000000 LDM
(Loca
PEO Data Memory)
00080000
02100000
NOT USE
PE 1
OOOF0000
02200000
CONTROL
00100000
02F00000
SYSTEM
PE15
03000000 ACCESSING
CSM1, 2,3
(Centralized
Shared Memory) AREA
03400000
NOT USE
FFFFFFFF FFFFFFFF
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Hierarchical Barrier
Synchronization

e Specifying a hierarchical group barrier

— #pragma oscar group barrier (C)

— !$oscar group barrier (Fortran)

1st layer —

2nd layer —

3rd layer —

gcores

PGO(4cores)

PG1(4cores)

PGO0-0

PGO-1 PGO0-2

PGO-3

PG1-0(2cores)

PGI1-1(2cores)

Kasahara-Kimura Lab., Waseda University

Y
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4 core multicore RP1 (2007) , 8 core multicore RP2 (2008)
and 15 core Heterogeneous multicore RPX (2010)
developed in NEDO Projects with Hitachi and Renesas

RP-1 (ISSCC2007 #5.3) RP-2(1SSCC2008 #4.5) RP-X(ISSCC2010 #5.3)

DAA
Core O H Core 1

L
i
@

F —
=1

=
@

o

90nm, 8-layer, triple-Vth, CMOS 90nm, 8-layer, triple-Vth, CMOS 45nm, 8-layer, tnple-Vth, CMOS
97 6 mm? (9.88 x 9.88 mm) 104.8 mm?Z (1061 x 9.88 mm) 1538 mm? (12.4 x 12.4 mm)
1.0V (internal), 1.8/3.3V (I/0) 1.0-1.4V (internal), 1.8/3.3V (l/0) 1.0-1.2V (internal), 1.2-3.3V (I/O)

600MHz 4.32 GIPS,16.8 GFLOPS | 600MHz , 8.64 GIPS, 33.6 GFLOPS 648MHz, 13.7GIPS, 115GOPS, 36.2GFLOPS
114 GOPS/W (32b#a5) 18.3 GOPS/W (32b¥a5%) 37.3 GOPS/W (32b#a 5%)




OSCAR Vector Multicore and Compiler for
Embedded to Severs with OSCAR Technology

Target:
> Solar Powered
> Compiler power reduction.
o00 >Fully automatic parallelization and
vectorization including local memory

Compiler Co-designed Interconnection Network management and data transfer.

Vector Accelerator

Features
= Attachable for any CPUs (Intel, ARM, IBM)

* Data driven initiation by sync flags

x 4 Host /
Mai
- n memory LOM
(DSM,
chi ps — I

| | Vector Acc

I [_'m;U&J E‘-D’E"'U""ﬂ tmm:unnj

Multicore Chip

[ Compiler co-designed Connection Network

Function Units [tentative]

= Vector Function Unit
8 double precision ops/clock
64 characters ops/clock
Variable vector register length
Chaining LD/ST & Vector pipes

= Scalar Function Unit

Registers[tentative]

Vector Register 256Bytes/entry, 32entry
Scalar Register 8Bytes/entry

Floating Point Register 8Bytes/entry
Mask Register 32Bytes/entry

Transfer
Unit

61
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~ Future Multicore Products

Next Generation Automobiles
- Safer, more comfortable, energy efficient, environment

friendly
- Cameras, radar, car2car communication, internet
information integrated brake, steering, engine, moter

control

4

. P | / Regional
Smart phones Advanced medical systems ersonal / Regiona

Supercomputers

c treat ' t Solar powered with more than 100
a.n cer re:';\ ment, times power efficient : FLOPS/W
Drinkable inner camera : : .
* Regional Disaster Simulators
» Emergency solar powered .
saving lives from tornadoes,

» No cooling fun, No dust, . L .
o localized heavy rain, fires with
clean usable inside OP room
earth quakes

s e\
-From everyday recharging to
less than once a week

- Solar powered operation in
emergency condition

- Keep health



More than 60,000 computer scientist and IT professionals, in 168
countries driving technological innovation.

(o )

To be the leading provider of technical
information, community services, and
personalized services to the world’s
computing professionals.

N /

IEEE
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Summary

Waseda University Green Computing Systems R&D Center supported by METI has
been researching on low-power high performance Green Multicore hardware,
software and application with industry including Hitachi, Fujitsu, NEC, Renesas,
Denso, Toyota, Olympus and OSCAR Technology.

OSCAR Automatic Parallelizing and Power Reducing Compiler has succeeded
speedup and/or power reduction of scientific applications including “Earthquake
Wave Propagation”, medical applications including “Cancer Treatment Using
Carbon lon”, and “Drinkable Inner Camera”, industry application including
“Automobile Engine Control”, “Smartphone”, and “Wireless communication Base
Band Processing” on various multicores from different vendors including Intel,
ARM, IBM, AMD, Qualcomm, Freescale, Renesas and Fujitsu.

In automatic parallelization, 110 times speedup for “Earthquake Wave
Propagation Simulation” on 128 cores of IBM Power 7 against 1 core, 55 times
speedup for “Carbon lon Radiotherapy Cancer Treatment” on 64cores IBM
Power7, 1.95 times for “Automobile Engine Control” on Renesas 2 cores using
SH4A or V850, 55 times for “JPEG-XR Encoding for Capsule Inner Cameras” on
Tilera 64 cores Tile64 manycore.

> The compiler will be available on market from OSCAR Technology.

In automatic power reduction, consumed powers for real-time multi-media
applications like Human face detection, H.264, mpeg2 and optical flow were
reduced to 1/2 or 1/3 using 3 cores of ARM Cortex A9 and Intel Haswell and
1/4 using Renesas SH4A 8 cores against ordinary single core execution.

Local memory management for automobiles and software coherent control
have been patented and already realized by OSCAR compiler.
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