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To share knowledge, solve problems and network
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Participate on a national community, committee, or special interest groups

Access Trusted, Reliable Information
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Computer Society Digital Library.

Save Money
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additional member subscriptions.

Develop Skills
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 Automatic Parallelization: David Padua
 Autoparallelization for GPUs: Wen-mei Hwu
 Dependences and Dependence Analysis: Utpal Banerjee
 Dynamic Parallelization: Rudolf Eigenmann
 Instruction Level Parallelization: Alexandru Nicolau
 Multigrain Parallelization and Power Reduction: 

Hironori Kasahara
 The Polyhedral Model: Paul Feautrier
 Vector Computation: David Kuck (Computer Pioneer)
 Vectorization: P. Sadayappan
 Vectorization/Parallelization in the IBM Compiler: 

Yaoqing Gao
 Vectorization/Parallelization in the Intel Compiler: 

Peng Tu
 Roundtable Discussion by all presenters



Toward 2018
1. Refining content and services to further improve the satisfaction of CS 

members; 
2. Considering an incentive for volunteers to further accelerate CS activities 

and promptly provide technical benefits for people around the globe; 
To express appreciation to volunteers: 
CS Point (Mileage) System: Annual & Life Time Honor, 
Premier Seating, Premier Registration, Distinguished Reviewer, etc

3. Offering more attractive services for practitioners in industry; 
4. Providing the world’s best educational content and historical treasures for 

future generations, which only the CS can create with our pioneering 
researchers (for example, the Multicore Compiler Video Series found at 
www.computer.org/web/education/multicore-video-series); 

5. Thinking about sustainable membership fees while considering the 
diversity of economic situations within the 10 regions;

6. Cooperating with other IEEE societies and sister societies in a timely and 
efficient manner; 

7. Intelligibly introducing the latest computer-related technologies to 
younger generations, including children, so that they can realize their 
technological dreams.
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Multicores for Performance and Low Power

Power ∝ Frequency * Voltage2

(Voltage ∝ Frequency)
Power ∝ Frequency3

If Frequency is reduced to 1/4
(Ex. 4GHz1GHz),

Power is reduced to 1/64 and 
Performance falls down to 1/4 .
<Multicores>
If 8cores are integrated on a chip,
Power is still 1/8 and 
Performance becomes 2 times.
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Power consumption is one of the biggest problems for performance 
scaling from smartphones to cloud servers and supercomputers 
(“K” more than 10MW) .

14-Mar-18

IEEE ISSCC08: Paper No. 4.5,   
M.ITO, … and  H. Kasahara, 

“An 8640 MIPS SoC with 
Independent Power-off Control of 8 
CPUs and 8 RAMs by an Automatic 

Parallelizing Compiler”



Earthquake wave propagation simulation GMS developed by National 
Research Institute for Earth Science and Disaster Resilience (NIED)
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Parallel Soft is important for scalable 
performance of multicore (LCPC2015)
 Just more cores don’t give us speedup
 Development cost and period of parallel software 

are getting a bottleneck of development of 
embedded systems, eg. IoT, Automobile

Fjitsu M9000 SPARC
Multicore Server

OSCAR 
Compiler gives 
us 211 times 
speedup with 
128 cores

Commercial 
compiler gives 
us 0.9 times 
speedup with 
128 cores (slow-
downed against 
1 core)

14-Mar-18

 Automatic parallelizing compiler available on the market gave us no speedup against execution time on 1 core on 64 cores
 Execution time with 128 cores was slower than 1 core (0.9 times speedup)

 Advanced OSCAR parallelizing compiler gave us 211 times speedup with 128cores against execution time with 1 core 
using commercial compiler
 OSCAR compiler gave us 2.1 times speedup on 1 core against commercial compiler by global cache optimization



Power Reduction of MPEG2 Decoding to 1/4 
on 8 Core Homogeneous Multicore RP-2 

by OSCAR Parallelizing Compiler

73.5% Power Reduction
13

MPEG2 Decoding with 8 CPU cores
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Avg. Power
5.73 [W]

Avg. Power
1.52 [W]
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To improve effective performance, cost-performance 
and software productivity and reduce power

OSCAR Parallelizing Compiler
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Multigrain Parallelization(LCPC1991,2001,04)

coarse-grain parallelism among loops and 
subroutines (2000 on SMP), near fine grain 
parallelism among statements (1992) in 
addition to loop parallelism

Data Localization 
Automatic data management for distributed 
shared memory, cache and local memory
(Local Memory 1995, 2016 on RP2,Cache2001,03)
Software Coherent Control (2017)

Data Transfer Overlapping(2016 partially)

Data transfer overlapping using Data
Transfer Controllers (DMAs)

Power Reduction
(2005 for Multicore, 2011 Multi-processes, 2013 on ARM)

Reduction of consumed power by
compiler control DVFS and Power
gating with hardware supports.



Low Power 
Heterogeneous 
Multicore Code 

Generation
API

Analyzer
(Available 

from 
Waseda)

Existing 
sequential 
compiler

Multicore Program Development Using OSCAR API V2.0
Sequential Application
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Medical, Scientific computation, etc.)
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Hitachi, Renesas, NEC, 
Fujitsu, Toshiba, Denso, 
Olympus, Mitsubishi, 
Esol, Cats, Gaio, 3 univ.



Engine Control by multicore with Denso

16

Though so far parallel processing of the engine control on 
multicore has been very difficult, Denso and Waseda succeeded 
1.95 times speedup on 2core  V850 multicore processor.

1 core 2 cores

 Hard real-time automobile 
engine control by multicore 
using local memories

 Millions of lines C codes 
consisting conditional 
branches and basic blocks

14-Mar-18



Speedup ratio for H.264 and Optical Flow
on ARM Cortex-A9 Android 3 cores
by OSCAR Automatic Parallelization
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Low-Power Optimization  with OSCAR API
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MT1

VC0

MT2

MT4MT3

Sleep

VC1

Scheduled Result
by OSCAR Compiler void

main_VC0() {

MT1

void
main_VC1() {

MT2

#pragma oscar fvcontrol ¥
(1,(OSCAR_CPU(),100)) 

#pragma oscar fvcontrol ¥
((OSCAR_CPU(),0)) 

Sleep

MT4MT3

} }

Generate Code Image by OSCAR Compiler
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- 86.5%
(1/7)

- 68.4%
(1/3)

-79.2%（１／５）

-52.3%
(1/2)

Automatic Power Reduction on 
ARM CortexA9 with Android
http://www.youtube.com/channel/UCS43lNYEIkC8i_KIgFZYQBQ

H.264 decoder & Optical Flow (on 3 cores)

ODROID X2
Samsung Exynos4412 Prime, ARM Cortex-A9 Quad core
1.7GHz〜0.2GHz, used by Samsung's Galaxy S3

Power for 3cores was reduced to 1/5～1/7 against without software power control 
Power for 3cores was reduced to 1/2～1/3 against ordinary 1core execution

14-Mar-18

http://www.youtube.com/channel/UCS43lNYEIkC8i_KIgFZYQBQ


H.264 decoder & Optical Flow (3cores)
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Automatic Power Reuction on Intel Haswell

Power for 3cores was reduced to 1/3～1/4 against without software power control 
Power for 3cores was reduced to 2/5～1/3 against ordinary 1core execution

H81M-A, Intel Core i7 4770k
Quad core, 3.5GHz〜0.8GHz
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Automatic Power Reduction of OpenCV Face 
Detection on big.LITTLE ARM Processor

• ODROID-XU3
• Samsung Exynos 5422 Processor

• 4x Cortex-A15 2.0GHz, 4x Cortex-A7 1.4GHz big.LITTLE Architecture
• 2GB LPDDR3 RAM                         Frequency can be changed by each 

cluster unit
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110 Times Speedup against the Sequential Processing for 
GMS Earthquake Wave Propagation Simulation on 
Hitachi SR16000
（Power7 Based 128 Core Linux SMP） (LCPC2015)

22

Fortran:15 
thousand lines

First touch for distributed shared 
memory and cache optimization over 
loops are important for scalable speedup



Performance on Multicore Server for Latest Cancer 
Treatment Using Heavy Particle (Proton, Carbon Ion)

327 times speedup on 144 cores

 Original sequential execution time 2948 sec （50 minutes） using GCC was 
reduced to  9 sec with 144 cores（327.6 times speedup）
 Reduction of treatment cost and reservation waiting period is expected

23

Hitachi 144cores SMP Blade Server BS500: 
Xeon E7-8890 V3(2.5GHz 18core/chip) x8 chip
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OSCAR Heterogeneous Multicore

24

• DTU
– Data Transfer 

Unit
• LPM

– Local Program 
Memory

• LDM
– Local Data 

Memory
• DSM

– Distributed 
Shared Memory

• CSM
– Centralized 

Shared Memory
• FVR

– Frequency/Volta
ge Control 
Register
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An Image of Static Schedule for Heterogeneous Multi-
core with Data Transfer Overlapping and Power Control
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33 Times Speedup Using 
OSCAR Compiler and OSCAR API on RP-X

(Optical Flow with a hand-tuned library) 
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Power Reduction in a real-time execution controlled 
by OSCAR Compiler and OSCAR API on RP-X

(Optical Flow with a hand-tuned library)

Without Power Reduction With Power Reduction
by OSCAR Compiler

Average:1.76[W] Average:0.54[W]

1cycle : 33[ms]
→30[fps]

70% of power reduction
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 Coarse grain task parallelization with 
earliest condition analysis (control and data 
dependency analysis to detect parallelism 
among coarse grain tasks).

 OSCAR compiler automatically controls 
coherence using following simple program 
restructuring methods:
 To cope with stale data problems:

Data synchronization by compilers
 To cope with false sharing problem:

Data Alignment
Array Padding
Non-cacheable Buffer

14-Mar-18

Software Coherence Control Method 
on OSCAR Parallelizing Compiler

MTG generated by 
earliest executable 
condition analysis

28
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Performance of Software Coherence Control by 
OSCAR Compiler on 8-core RP2

Automatic Software Coherent Control for 
Manycores

14-Mar-18 30
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Automatic Local Memory Management
Data Localization: Loop Aligned Decomposition

• Decomposed loop into LRs and CARs
– LR ( Localizable Region): Data can be passed through LDM
– CAR (Commonly Accessed Region): Data transfers are 

required among processors

31

Single dimension Decomposition
Multi-dimension Decomposition

14-Mar-18



Adjustable Blocks

Handling a suitable block size for each 
application
 different from a fixed block size in cache
 each block can be divided into smaller blocks 

with integer divisible size to handle small arrays 
and scalar variables 

3214-Mar-18



Multi-dimensional Template Arrays 
for Improving Readability

• a mapping technique for arrays with 
varying dimensions
– each block on LDM corresponds to 

multiple empty arrays with varying 
dimensions

– these arrays have an additional 
dimension to store the corresponding 
block number

• TA[Block#][] for single dimension
• TA[Block#][][] for double dimension
• TA[Block#][][][] for triple dimension
• ...

• LDM are represented as a one 
dimensional array
– without Template Arrays, multi-

dimensional arrays have complex index 
calculations

• A[i][j][k] -> TA[offset + i’ * L + j’ * M + k’]
– Template Arrays provide readability

• A[i][j][k] -> TA[Block#][i’][j’][k’] 33

LDM
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Block Replacement Policy
 Compiler Control Memory block 

Replacement
 using live, dead and reuse information of each 

variable from the scheduled result
 different from LRU in cache that does not use 

data dependence information 
 Block Eviction Priority Policy

1. (Dead) Variables that will not be accessed later 
in the program

2. Variables that are accessed only by other 
processor cores

3. Variables that will be later accessed by the 
current processor core

4. Variables that will immediately be accessed by 
the current processor core

3414-Mar-18



Speedups by the Proposed Local Memory Management Compared with 
Utilizing Shared Memory on Benchmarks Application using RP2

35

20.12 times speedup for 8cores execution using local memory against 
sequential execution using off-chip shared memory of RP2 for the AACenc
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Target: 
 Solar Powered

 Compiler power reduction.
Fully automatic parallelization and 
vectorization including local memory 
management and data transfer.

OSCAR Vector Multicore and Compiler for 
Embedded to Severs with OSCAR Technology

Centralized Shared Memory

Compiler Co-designed Interconnection Network

Compiler co-designed Connection Network

On-chip Shared Memory

Multicore Chip

Vector
Data 

Transfer
Unit

CPU

Local Memory
Distributed Shared Memory

Power Control Unit

Core

×４
chips
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Future Multicore Products
Next Generation Automobiles
- Safer, more comfortable, energy efficient, environment 
friendly
- Cameras, radar, car2car communication, internet 
information integrated brake, steering, engine, moter  
control

Solar powered with more than 100 
times power efficient :  FLOPS/W
• Regional Disaster Simulators

saving lives from tornadoes, 
localized heavy rain, fires with 
earth quakes

Smart phones

37

Cancer treatment, 
Drinkable inner camera
• Emergency solar powered
• No cooling fun, No dust ,

clean usable inside OP room

Advanced medical systems Personal / Regional 
Supercomputers

14-Mar-18

-From everyday recharging to 
less than once a week
- Solar powered operation  in
emergency condition
- Keep health 



IEEE Computer Society
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More than 60,000 computer scientist and IT professionals, in 168 
countries driving technological innovation.

Our Vision: 

To be the leading provider of technical 
information, community services, and 
personalized services to the world’s 
computing professionals.



IEEE Computer Society Student Membership
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IEEE + Computer Society

Japan = US $35 （Half year: US$17）
• Already an IEEE member  = US$8 (Half year: US$4 )
Full member benefits
• Included Access to Computer Society Digital Library

13 Magazines | 20 Journals | 600,000 Searchable Articles | 569,000 Authors | 9,000 
Conference Publications

• Discounts on all IEEE Computer Society Conferences & Events
• Scholarships
• Opportunities to publish and be recognized
• Skill development
• Refine your interests
• Make connections and assemble your network
• Growing IEEE young professional network
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